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INTRO
• Ultimate goal is the proposal of  a new approach to the Higgs-Hierarchy problem


• The Non-Perturbative Gauge-Higgs Unification (NPGHU) model:

1.  An anisotropic, in fifth dimension, lattice with orbifold boundary conditions generating a 4d boundary


2.  A pure SU(2) gauge symmetry on the bulk, a U(1) gauge field coupled to a complex scalar survive on the 
boundary

5n = 0
SU(2)

U(1)

5

5

k=1,2,3
t

n = N5

U(1)

Figure 1. A sketch of the orbifold lattice and the gauge links: boundary U(1) links are red, hybrid
SU(2) links sticking to the boundaries are magenta and bulk SU(2) links are blue.

where g is a constant SU(2) matrix such that g2 is an element of the centre of SU(2).

Without loss of generality, we choose g = �i�3, and in accordance with gauge invariance

the gauge group is broken down to U(1) at the fixed points of the orbifold (n5 = 0, N5).

The theory is now defined in the domain I = {nµ, 0  n5  N5} with volume

T ⇥L3⇥N5 corresponding to Figure 1. We perform our study using a five-dimensional

anisotropic Wilson action

Sorb

W
=

�

2

X

nµ

"
1

�

X

µ<⌫

w tr {1� Uµ⌫(nµ)}+ �
X

µ

tr {1� Uµ5(nµ)}
#
, (2.5)

where w = 1/2 for plaquettes, Uµ⌫ , living at the fixed points of the orbifold and

w = 1 otherwise [16]. The anisotropy parameter allows for di↵erent lattice spacings

a4 and a5, where a4 denotes the lattice spacing in the usual four dimensions and a5
denotes the lattice spacing in the extra dimension. In the classical limit � = a4/a5 and

� = 4a4/g25, where g5 is the dimensionful continuum gauge coupling. In what follows,

we will use an equivalent pair of couplings �4 and �5 which are related to the couplings

in equation (2.5) via

�4 =
�

�
; �5 = �� . (2.6)

As depicted in Figure 1, there are three types of gauge links: four-dimensional U(1)

links residing at the fixed points of the orbifold, bulk SU(2) links and extra-dimensional

– 4 –

N. Irges and F. Knechtli, Nucl. Phys. B 719 (2005) 12

 N. Irges and F. Knechtli, Nucl. Phys. B 775 (2007) 283


                          N. Irges, F. Knechtli and K. Yoneyama, Nucl. Phys. B 722 (2013) 378-383

              M. Alberti, N. Irges, F. Knechtli and G. Moir, JHEP 09 (2015) 159


(After a lot of  effort as you can see)
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INTRO
• Construction of  a 4d continuum effective action for a 5d model originated by the lattice model of  NPGHU (What is the motivation?)


• A: The model exhibits, non-perturbatively, spontaneous breaking of  its gauge symmetry in infinite fifth dimension (Zero Temperature 
effect, dimensional reduction through localization):


• B: Three crucial characteristics:

N. Irges and F. Knechtli, Nucl. Phys. B 719 (2005) 12

 N. Irges and F. Knechtli, Nucl. Phys. B 775 (2007) 283


                          N. Irges, F. Knechtli and K. Yoneyama, Nucl. Phys. B 722 (2013) 378-383

              M. Alberti, N. Irges, F. Knechtli and G. Moir, JHEP 09 (2015) 159


1. Even though extra dimensional, no finite-temperature type potential. No compactification, no Kaluza-Klein states

2. Pure bosonic nature of  the Higgs mechanism. No need for fermions to trigger the mechanism

3. There are not any polynomial terms (not a Coleman-Weinberg (CW) like model) in the classical (nor in the (quantum) effective) potential

NPGHU model  Exhibits a pure quantum and bosonic spontaneous symmetry breaking→
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INTRO

• C:

N. Irges and F. Knechtli, JHEP 06 (2014) 070; M. Alberti, N. Irges, F. Knechtli 
and G. Moir, JHEP 09 (2015) 159 

1. A non-perturbative (NP) new class of  Higgs-type mechanisms


2. The phase diagram of  the lattice model exhibits a Higgs phase separated from two other phases by a1st 
order and ”bulk” or ”zero-temperature” or ”quantum” phase transition: 
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INTRO

• C:

β5

β4
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γ=1

                      The Phase Diagram of the anisotropic orbifold lattice.

1. A non-perturbative (NP) new class of  Higgs-type mechanisms


2. The phase diagram of  the lattice model exhibits a Higgs phase separated from two other phases by a1st 
order and ”bulk” or ”zero-temperature” or ”quantum” phase transition: 
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QUANTIZATION WITH HDO

• What is the action to be quantized? Start from the lattice plaquette action 


• The parameters of  the model  , , , 


• Expanding w.r.t the lattice spacings and truncate at NLO in the expansion 


• Consider the naive continuum limit and go to Minkowski space with metric  to get the boundary effective action

Sorb = Sb−h + SB

β4 =
4a5

g2
5

=
4
g2

4
β5 =

4a2
4

a5g2
5

=
4a2

4

a2
5g2

4
γ =

a4

a5
g2

4 =
g2

5

a5
=

g2
5

a4
γ

ημν = ( + , − , − , − )

The boundary action  Sb−h

property that has been observed on the lattice is that the entire Hybrid phase, as well as the

Higgs phase but only near the Higgs-Hybrid phase transition, are layered. This seems to be

a fully non-perturbative property [21], not seen by the "-expansion and it must be built in by

hand in the e↵ective action. The way to do it is to set for the d = 4� " parameter " = �1 when

locating the bulk driven phase transition as a line of WF points, but use " = 0 when computing

the spectrum and the RG flows in the dimensionally reduced regimes. When locating the phase

transition as a first order transition, we can use instead purely d = 4 language, which however

should result in small deviations from the second order, WF line. This would imply that the

first order transition is weak. The phase transition that separates the Hybrid and Confined

phases on the other hand, is boundary driven. Indeed, its presence is a non-trivial consistency

fact of dimensional reduction, as the boundary of the system has the degrees of freedom of an

Abelian-Higgs model, where such a phase transition is indeed present (for Higgs charge 2). The

5d Confined phase will not concern us here much. Finally, there is the above mentioned link

between the lattice and continuum parameters that we need. As explained in detail in [1], this

comes down to a relation of the form

µ =
F (�4,�5)

a4
(1.1)

which relates the DR regularization scale µ to the lattice spacing a4. In general and especially in

a non-perturbative regime of a non-renormalizable, spontaneously broken theory, F (�4,�5) may

be a complicated function. Its perturbative e↵ect will be taken into account by promoting the

fixed numerical factors that lattice spacing expansion generates in front of operators to general

couplings, to be determined by the renormalization process. As far as its non-perturbative e↵ects

are concerned built in the e↵ective action, as argued in [1], near the phase transition it can be

safely approximated by a constant.

We finally point out that even though we carry out our analysis for a specific model, analogous

considerations are expected to apply for any quantum gauge theory with boundaries of reduced

gauge symmetry and a phase diagram of similar structure. This is a rather broad class of models

whose zero temperature properties have not been yet su�ciently investigated.

2 Quantization with higher derivative operators

Here we become more specific of the action to be quantized. The starting point is the lattice

orbifold action S
orb defined in [2, 4] and reproduced in Appendix A:

S
orb = S

b�h + S
B
, (2.1)

with S
b�h the Boundary-Hybrid action and S

B the bulk action, given by Eq. (A.8) and Eq. (A.9).

These are

S
b�h =

1

2N

X

nµ

"
�4

2

X

µ<⌫

tr
n
1� U

b

µ⌫(nµ, 0)
o
+ �5

X

µ

tr
n
1� U

h

µ5(nµ, 0)
o#
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The bulk action  SB and

S
B =

1

2N

X

nµ,n5

"
�4

X

µ<⌫

tr
n
1� Uµ⌫(nµ, n5)

o
+ �5

X

µ

tr
n
1� Uµ5(nµ, n5)

o#
,

respectively. N = 2 for SU(2), �4 and �5 are the lattice couplings, nµ, n5 the discrete coordinates

of the nodes and UMN is the plaquette lying in the MN directions, with M,N = µ, 5. The

Boundary-Hybrid action represents plaquettes lying on the boundary and plaquettes that are

orthogonal to it with one of their sides only on the boundary. The Bulk action represents all

other plaquettes. The lattice spacings in which the above actions are to be expanded are in the

definitions

�4 =
4

g24

, �5 =
4a24
a25g

2
4

(2.2)

with g4 a dimensionless derived coupling, defined in terms of the 5d gauge coupling as g24 = g
2
5/a5.

From these definitions it is clear that the model has three raw dimensionful parameters (a4, a5

and g5), or two dimensionless (�4 and �5). Expanding now in small a4 and a5 and truncating

at next to leading order in the expansion, yields

S
b�h =

X

nµ

a
4
4

X

µ

"
X

⌫

 
1

4
F

3
µ⌫F

3
µ⌫ +

1

16
a
2
4(�̂µF

3
µ⌫)(�̂µF

3
µ⌫)

!
+ |D̂µ�|2 +

a
2
4

4
|D̂µD̂µ�|2

#
(2.3)

for the Boundary-Hybrid part of the action, on which we will mainly concentrate. For the details

of this step, as well as for the analogous step for the Bulk part, see Appendix A.

Next, we have to take the naive continuum limit to obtain a continuum action. For that

purpose we exploit Eq. (A.18) along with �̂µ ! @µ, D̂µ ! Dµ and p̂M = (2/aM ) sin(aMpM/2) !
pM . Moreover we move to Minkowski space with metric ⌘µ⌫ ⌘ (+,�,�,�). These are standard

operations and they are also shown in detail in Appendix A. Here we only comment on the

handling of the dimension 6 operators multiplied by a
2
4, for which we use Eq. (1.1). After these

steps, we arrive at

S
b�h =

Z
d
4
x

"
�1

4
F

3
µ⌫F

3,µ⌫ + |Dµ�|2 +
c
(6)
↵

2µ2
(@µ

F
3
µ⌫)(@µF

3,µ⌫)� c
(6)
2

µ2
|Dµ

Dµ�|2
#
, (2.4)

where � is a complex scalar field, A3
µ is the photon field and F

3
µ⌫ = @µA

3
⌫ �@⌫A

3
µ. The couplings

c
(6)
↵ and c

(6)
2 are introduced for the HDO of the gauge and scalar field respectively, absorbing

the unknown function F in Eq. (1.1). The final step before the quantization process starts is to

interpret µ in Eq. (2.4). In principle we could leave it as it is (see [22]), however we can rewrite

it in a more convenient form that resembles usual E↵ective Field Theory (EFT) treatments.

Multiplying and dividing by a constant scale ⇤2 and absorbing ⇤2
/µ

2 in the couplings, we can

replace µ ! ⇤ in Eq. (2.4). Now ⇤ can be regarded as the cut-o↵ of the EFT. In fact, we will

see that in our case ⇤ is not an external scale that must be introduced at this point by hand. It

is rather an internal scale, given by the value of the regulating scale at the phase transition, µ⇤,

where it assumes its maximum value. Notice that we could have arrived at Eq. (2.4) directly

by using gauge invariance. One reason we went through the painful process of generating it
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and

S
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1
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4
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#
(2.3)

for the Boundary-Hybrid part of the action, on which we will mainly concentrate. For the details

of this step, as well as for the analogous step for the Bulk part, see Appendix A.
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#
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µ is the photon field and F

3
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3
µ. The couplings
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↵ and c
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2 are introduced for the HDO of the gauge and scalar field respectively, absorbing

the unknown function F in Eq. (1.1). The final step before the quantization process starts is to
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2 in the couplings, we can
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by using gauge invariance. One reason we went through the painful process of generating it

7

and

S
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1

2N

X

nµ,n5

"
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o#
,

respectively. N = 2 for SU(2), �4 and �5 are the lattice couplings, nµ, n5 the discrete coordinates

of the nodes and UMN is the plaquette lying in the MN directions, with M,N = µ, 5. The

Boundary-Hybrid action represents plaquettes lying on the boundary and plaquettes that are

orthogonal to it with one of their sides only on the boundary. The Bulk action represents all

other plaquettes. The lattice spacings in which the above actions are to be expanded are in the

definitions

�4 =
4

g24
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4a24
a25g
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4

(2.2)

with g4 a dimensionless derived coupling, defined in terms of the 5d gauge coupling as g24 = g
2
5/a5.

From these definitions it is clear that the model has three raw dimensionful parameters (a4, a5

and g5), or two dimensionless (�4 and �5). Expanding now in small a4 and a5 and truncating

at next to leading order in the expansion, yields
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for the Boundary-Hybrid part of the action, on which we will mainly concentrate. For the details

of this step, as well as for the analogous step for the Bulk part, see Appendix A.
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Figure 1. A sketch of the orbifold lattice and the gauge links: boundary U(1) links are red, hybrid
SU(2) links sticking to the boundaries are magenta and bulk SU(2) links are blue.

where g is a constant SU(2) matrix such that g2 is an element of the centre of SU(2).

Without loss of generality, we choose g = �i�3, and in accordance with gauge invariance

the gauge group is broken down to U(1) at the fixed points of the orbifold (n5 = 0, N5).

The theory is now defined in the domain I = {nµ, 0  n5  N5} with volume

T ⇥L3⇥N5 corresponding to Figure 1. We perform our study using a five-dimensional

anisotropic Wilson action

Sorb

W
=

�

2

X

nµ

"
1

�

X

µ<⌫

w tr {1� Uµ⌫(nµ)}+ �
X

µ

tr {1� Uµ5(nµ)}
#
, (2.5)

where w = 1/2 for plaquettes, Uµ⌫ , living at the fixed points of the orbifold and

w = 1 otherwise [16]. The anisotropy parameter allows for di↵erent lattice spacings

a4 and a5, where a4 denotes the lattice spacing in the usual four dimensions and a5
denotes the lattice spacing in the extra dimension. In the classical limit � = a4/a5 and

� = 4a4/g25, where g5 is the dimensionful continuum gauge coupling. In what follows,

we will use an equivalent pair of couplings �4 and �5 which are related to the couplings

in equation (2.5) via

�4 =
�

�
; �5 = �� . (2.6)

As depicted in Figure 1, there are three types of gauge links: four-dimensional U(1)

links residing at the fixed points of the orbifold, bulk SU(2) links and extra-dimensional

– 4 –



8

QUANTIZATION WITH HDO
•   is the bulk gauge field.  denotes the adjoint index and  the 5d Minkowski index


•   with  the gauge field and  the scalar field. denote the 4d Minkowski index


•  and  are introduced for the HDO of  the gauge and scalar field respectively absorbing the function  of  


• Why NLO truncation?


• Set  as a cut-off  for the Effective Field Theory (EFT)


• One more step, before renormalize diagrammatically at 1-loop order the boundary action and obtain its quantum effective version, is to 
deal with the extra pole instability 

AA
M A = 1,2,3 M = μ,5

F3
μν = ∂μA3

ν − ∂νA3
μ A3

μ ϕ =
A1

5 + iA2
5

2
μ, ν . . .

c(6)
α c(6)

2 F(β4, β5) μ = F(β4, β5)/a4

Λ2 ≡ Λ2(μ)

N. Irges and F.K., Nucl. Phys. B 950 (2020) 114833

In this case  is not an external scale that must be introduced by hand. It is rather an internal scale, given by the value 
of  the regulating scale at the phase transition, , where it assumes its maximum value. HDO are of  quantum origin

Λ
μ*

Truncation at LO in lattice spacing expansion is not 
enough. It generates a 2nd order phase transition N. Irges and F.K., Nucl. Phys. B 937 (2018) 135-195
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QUANTIZATION WITH HDO

• Expanding the gauge fixed action


• To deal with the Ostrogradsky ghosts (O-ghosts) perform the most general field redefinition


• This introduces the Reparameterization ghosts (R-ghosts) which cancel the O-ghosts pole by pole at classical and quantum level

N. Irges and F.K., Phys. Rev. D 100, 065004 (2019)

N. Irges and F.K., Nucl. Phys. B 950 (2020) 114833


ϕ0 → ̂ϕ0 = ϕ0 +
x

Λ2
D2ϕ0 +

y
Λ2

(ϕ̄0ϕ0)ϕ0

A3
μ,0 → ̂A3

μ,0 = A3
μ,0 +

xα

Λ2
(ημρ□ − ∂μ∂ρ)A3,ρ

0

by expanding the lattice action is because of the anisotropy factor �, hiding in the covariant

derivative Dµ = @µ � ig4A
3
µ, where

g
2
4 =

g
2
5

a5
=

g
2
5

a4

a4

a5
=

g
2
5

a4
� = g

2
� . (2.5)

In the above we have used the bare value of the anisotropy originating from Eq. (2.2) and

defined another convenient dimensionless coupling, g2 = g
2
5/a4 = g

2
4/�. The presence of � is

non-trivial since it opens a second dimension in the phase diagram, where new phases and a

triple point appear, among others. But there is another, equally important reason. Notice that

in the presence of quadratic and quartic potential terms for the complex scalar, Eq. (2.4) would

be just the Lee-Wick Scalar QED whose 1-loop renormalization was extensively studied in [7].

However, the above e↵ective action does not have a scalar potential since the lattice does not

produce polynomial terms for the boundary e↵ective action at any order in the expansion in

the lattice spacings. Using standard jargon, our Higher Dimensional Operators are exclusively

Higher Derivative Operators. This is due to the 5d origin of the boundary theory and it is a

crucial characteristic of our model which distinguishes it from other models of the sort.

2.1 The ghost-free basis of the gauge-fixed classical action

Now we are almost ready to renormalize the Lagrangean at 1-loop level, obtain its �-functions

and through them determine the Renormalization Group (RG) flows. We have to tackle one more

obstacle though, associated with the scalar HDO in Eq. (2.4) which contains an Ostrogradsky

instability. We will deal with this immediately, but first we will fix the gauge. The gauge-fixing

term for the bulk action is @MA
A

M
while for the boundary, using the boundary conditions as in

[1], it is @µA3
µ. The same is true for the Faddeev-Popov ghosts which in the bulk are c̄

A, cA and

on the boundary c̄
3, c3. In the latter case recall that the Faddeev-Popov ghosts are decoupled

from the spectrum. Given the above, the gauge-fixed S
b�h reads

S
b�h =
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d
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3

#
. (2.6)

The instability is exposed by expanding the covariant derivative and rearranging terms up to

total partial derivatives. By doing this, we arrive at the bare Boundary-Hybrid action
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QUANTIZATION WITH HDO

• Expanding the gauge fixed action


• To deal with the Ostrogradsky ghosts (O-ghosts) perform the most general field redefinition


• This introduces the Reparameterization ghosts (R-ghosts) which cancel the O-ghosts pole by pole at classical and quantum level

�
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0 c
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4
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#

= S
b�h
Kin,0 + S

b�h
Int,0 , (2.7)

where S
b�h
Kin,0 is the kinetic part of the action
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while S
b�h
Int,0 is the interaction part
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The subscript 0 denotes the bare fields and couplings. Looking at the kinetic part we notice that

each of the two higher derivative operators may impose non-physical degrees of freedom on the

spectrum. These are the Ostrogradsky ghosts (the O-ghosts) [6] and a possible way to describe

their e↵ect can be found in [7]. There, these ghosts correspond to extra poles in the gauge and

scalar propagators, reducing the divergence level of the loop diagrams. However, this observation

is not su�cient to fully deal with them at the quantum level, since if O-ghosts remain in the

spectrum, the instability remains. In [22, 25] an algorithm was developed so as to get a ghost

free basis when, after a general field redefinition, the Jacobean of the transformation is properly

taken into account. According to this algorithm, another ghost-field must be introduced, the

Reparameterization ghost (R-ghost), which cancels the pole due to the O-ghost. Here we do

not get into the details of these operations and just use the result of [22, 25] to eliminate the

O-ghosts, after performing the field redefinition
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�̄0 ! ¯̂
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⇤F

3
µ⌫,0 , (2.8)

with D
2 standing for Dµ

Dµ. Now these field redefinitions raise two related questions. The first

regards the generality of the redefinition (for example the gauge-field redefinition seems to be

incomplete, as we could have added the term (A3
⇢)

2
A

3
µ/⇤

2) and the second is concerned about

the fate of gauge invariance of the redefined action. Actually these questions are related and

the answer to both of them is contained in the analysis of Appendix B, according to which a
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ϕ0 → ̂ϕ0 = ϕ0 +
x

Λ2
D2ϕ0 +

y
Λ2

(ϕ̄0ϕ0)ϕ0

A3
μ,0 → ̂A3

μ,0 = A3
μ,0 +

xα

Λ2
(ημρ□ − ∂μ∂ρ)A3,ρ

0

by expanding the lattice action is because of the anisotropy factor �, hiding in the covariant

derivative Dµ = @µ � ig4A
3
µ, where

g
2
4 =

g
2
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a5
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g
2
5

a4
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=

g
2
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a4
� = g

2
� . (2.5)

In the above we have used the bare value of the anisotropy originating from Eq. (2.2) and

defined another convenient dimensionless coupling, g2 = g
2
5/a4 = g

2
4/�. The presence of � is

non-trivial since it opens a second dimension in the phase diagram, where new phases and a

triple point appear, among others. But there is another, equally important reason. Notice that

in the presence of quadratic and quartic potential terms for the complex scalar, Eq. (2.4) would

be just the Lee-Wick Scalar QED whose 1-loop renormalization was extensively studied in [7].

However, the above e↵ective action does not have a scalar potential since the lattice does not

produce polynomial terms for the boundary e↵ective action at any order in the expansion in

the lattice spacings. Using standard jargon, our Higher Dimensional Operators are exclusively

Higher Derivative Operators. This is due to the 5d origin of the boundary theory and it is a

crucial characteristic of our model which distinguishes it from other models of the sort.
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on the boundary c̄
3, c3. In the latter case recall that the Faddeev-Popov ghosts are decoupled

from the spectrum. Given the above, the gauge-fixed S
b�h reads
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#
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The instability is exposed by expanding the covariant derivative and rearranging terms up to

total partial derivatives. By doing this, we arrive at the bare Boundary-Hybrid action
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QUANTIZATION WITH HDO

• Fixing ,  and  gives the bare and redefined boundary action


• Now the boundary action is ghost-free and has developed a scalar quartic term  (Recall that these HDO are of  quantum 
nature)


• One coupling in the beginning and two couplings,  and the “quartic coupling”  at the end. However is expected to be connected 
(`a la CW) 


• The Feynman rules are straightforward but non-trivial due to the HDO. Ready for the 1-loop level, diagrammatic, renormalization

xα = − c(6)
α,0 x = −

c(6)
2,0

2
y =

c(6)
1,0

8

ϕ̄ϕ □ ϕ̄ϕ

g4 c(6)
1

properly redefined field should transform covariantly, in such a way that leaves gauge invariance

intact. This is the case for Eq. (2.8) and this is made clear if we gauge transform the scalar field

as �0
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⇤2
(�̄0e

�i↵(x)
e
i↵(x)

�0)e
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x
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�̂0 (2.9)

and the gauge field as (A3
µ,0)

0 = A
3
µ,0 + @µ↵(x) to get
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with ↵(x) a gauge tranformation function and then under a gauge transformation Dµ� !
e
i↵(x)

Dµ�. Note also that the R-ghosts which are inherited in the spectrum due to the field

redefinitions are in accordance with Eq. (B.13). Hence the redefined action remains gauge

invariant. Then, Eq. (2.7) becomes
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and there is indeed extra freedom from the redefinition so as to eliminate the two higher deriva-

tive operators. In particular choosing x↵ = �c
(6)
↵,0, x = �c

(6)
2,0/2 and 2y = c

(6)
1,0/4 the redefined

bare action becomes
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, (2.11)

where c
(6)
1,0 is a dimensionless coupling which is undetermined at present. For simplicity of

notation, we have turned back to our original notation g4 = g
p
� and normalized the undefined

couplings as c
(6)
2,0 = c

(6)
↵,0 ⌘ 1. Notice that the gauge-fixing term is untouched since it is an

arbitrary function and can be redefined to its original form. Another way to see this is that

since the redefinition commutes3 with renormalization it could have been performed before gauge

fixing.

Comparing now Eq. (2.11) to its original form Eq. (2.7), the interesting point to notice

is that the former includes, after the field redefinition, the scalar quartic-like term (�̄�)�̄⇤�,

instead of the original higher derivative term. In fact, apart from the modified vertices, Sb�h
0

now resembles an e↵ective version of the Coleman-Weinberg (CW) [11] model. What happened

is that a term like �̄⇤2
� has dual nature since it could be both part of the kinetic Lagrangian

and a mass term of the scalar field. Then performing the field redefinition we threw away the

O-ghost whose nature as a mass term was left implicit in the theory through the appeared

potential. The Feynman rules for Eq. (2.11) are given in Appendix C.

2.2 One loop corrections

Now that a consistent basis for the Boundary-Hybrid action has been developed we are finally

ready to initiate the renormalization program. We choose to work in the Feynman gauge, where

⇠ = 1. We first set some notation used in the following. The 1-loop corrections to the 2-, 3-,

4-, 5- and 6-point functions of the fields are denoted by MF , KF , B4,F , B5,F and B6,F respec-

tively. The subscript F corresponds to the di↵erent combinations that �, �̄ and A
3
µ can form as

external fields. As an example consider the correction to the scalar-scalar-gauge vertex which

is represented by K
�̄A�

where A in the subscript represents A
3
µ. The symmetry factor which

is associated with a given diagram will be denoted as SG with G ⌘ MF ,KF ,B4,F ,B5,F ,B6,F .

Finally if the scalar and gauge fields are external, then the notation of the momentum is pµ and

qµ respectively. Otherwise, when they run in the loop, the vector kµ is used. For the finite parts

of the diagrams we use the notation [ ]f .

Now looking at the Feynman rules of Eq. (2.11) note that there is only one possible 1-leg

Tadpole, a correction to the gauge field, which is however forbidden due to gauge and Lorentz

symmetry. Hence the loop calculation starts with the 2-point functions of � and A
3
µ. More

specifically for the scalar case there are three contributions, M1
�
, M2

�
and M3

�
with equal

symmetry factors S
M1

�
= S

M2
�
= S

M3
�
= 1. The first diagram is a two-leg Tadpole which

includes only scalar fields and is given by
3For more details see [22] and references therein.
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fixing.
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instead of the original higher derivative term. In fact, apart from the modified vertices, Sb�h
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now resembles an e↵ective version of the Coleman-Weinberg (CW) [11] model. What happened

is that a term like �̄⇤2
� has dual nature since it could be both part of the kinetic Lagrangian

and a mass term of the scalar field. Then performing the field redefinition we threw away the

O-ghost whose nature as a mass term was left implicit in the theory through the appeared

potential. The Feynman rules for Eq. (2.11) are given in Appendix C.

2.2 One loop corrections

Now that a consistent basis for the Boundary-Hybrid action has been developed we are finally

ready to initiate the renormalization program. We choose to work in the Feynman gauge, where

⇠ = 1. We first set some notation used in the following. The 1-loop corrections to the 2-, 3-,

4-, 5- and 6-point functions of the fields are denoted by MF , KF , B4,F , B5,F and B6,F respec-

tively. The subscript F corresponds to the di↵erent combinations that �, �̄ and A
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µ can form as

external fields. As an example consider the correction to the scalar-scalar-gauge vertex which

is represented by K
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where A in the subscript represents A
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µ. The symmetry factor which

is associated with a given diagram will be denoted as SG with G ⌘ MF ,KF ,B4,F ,B5,F ,B6,F .

Finally if the scalar and gauge fields are external, then the notation of the momentum is pµ and

qµ respectively. Otherwise, when they run in the loop, the vector kµ is used. For the finite parts

of the diagrams we use the notation [ ]f .

Now looking at the Feynman rules of Eq. (2.11) note that there is only one possible 1-leg

Tadpole, a correction to the gauge field, which is however forbidden due to gauge and Lorentz

symmetry. Hence the loop calculation starts with the 2-point functions of � and A
3
µ. More

specifically for the scalar case there are three contributions, M1
�
, M2

�
and M3

�
with equal

symmetry factors S
M1

�
= S

M2
�
= S

M3
�
= 1. The first diagram is a two-leg Tadpole which

includes only scalar fields and is given by
3For more details see [22] and references therein.
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QUANTIZATION WITH HDO
• The renormalization procedure suggests


• The countqerterms and the associated -functions of  the boundary action are fixed (the off-shell scheme  is used)


• For completeness apply all the previous steps in the bulk lattice action to get its continuum version (5d Lee-Wick version)

β p2
i = Λ2

 or  with g4,0 = (1 + δg4
)g4 α4,0 = (1 + δα4

)α4 α4 =
g2

4

16π2
c(6)

1,0 = (1 + δc(6)
1

)c(6)
1 ϕ0 = 1 + δϕϕ A3

μ,0 = 1 + δAA3
μ

,  or  δg4
= −

1
2

δA δg4 =
1

16π2

g3
4

ε
δα4 = 2

α2
4

ε
  δc(6)

1 =
1

16π2

4(c(6)
1 )2 + 34g4

4

ε
  δϕ = 0

  or  βg4
=

g3
4

16π2
βα4

= 2α2
4   βc(6)

1
=

4(c(6)
1 )2 + 34g4

4

16π2

For c(6)1 , using Eq. (2.43), we obtain the �-function

�
c
(6)
1

= �d
c
(6)
1

c
(6)
1 +

1

16⇡2

h
4(c(6)1 )2 + 34g44

i
)

�
c
(6)
1

= �"c
(6)
1 +

1

16⇡2

h
4(c(6)1 )2 + 34g44

i
.

For completeness let us just present now the corresponding �-function of the bulk gauge coupling.

There is no need for extra calculations here since the bulk lattice action, given in Eq. (A.37),

after considering the naive continuum limit in Minkowski space, yields the Lagrangian

LB = �1

4
F

A

µ⌫F
A,µ⌫ +

1

16⇤2
(Dµ

F
A

µ⌫)(DµF
A,µ⌫)� g5

24⇤2
fABCF

A

µ⌫F
B

⌫⇢F
C

⇢µ

+ (Dµ�A)(Dµ�A)� 1

4⇤2
(D2�A)(D2�A)

#
. (2.68)

The above is a 5d version of the Lee-Wick gauge model [18, 20] from where we can extract the

bulk �-functions by generalizing the results to d = 5. Now the Lee-Wick Lagrangian is given in

[18] and it is

L = �1

4
F

A

µ⌫F
A,µ⌫ +

1

2m2
(Dµ

F
A

µ⌫)(DµF
A,µ⌫) +

kF g

2m2
fABCF

A

µ⌫F
B

⌫⇢F
C

⇢µ + (Dµ�
A)⇤(Dµ

�
A)

� 1

m2

n
�1(D

2
�
A)⇤(D2

�
A) + ig�2 (�

A)⇤(DµF
µ⌫)D⌫�

A + g
2
�3 (�

B)⇤FA

µ⌫F
A,µ⌫

�
B

o#
(2.69)

and the d = 4 �-function that derives from it, is

�(g) = � g
3

16⇡2

"✓
43

6
� 18kF +

9

2
k
2
F

◆
C2 �

✓
�1 + 6�3

3�1

◆
n�

#
. (2.70)

C2 is the Casimir operator in the adjoint representation, which for SU(2) is C2 = 2. n� is the

number of scalar fields and kF , �1 and �3 are couplings multiplying the HDO. Back to our model,

the only coupling in Eq. (2.68) is g5, a consequence of the lattice origin of the action, so there

should be only one independent �-function which should be extracted from Eq. (2.70). A direct

comparison of Eq. (2.68) and Eq. (2.69) can be made by setting �2 = �3 = 0 in the latter and

defining 16⇤2 = 2m2, kF = �2/3 and �1 = 2 in the former, to obtain
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4
F

A
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(Dµ

F
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fABCF
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µ⌫F
B

⌫⇢F
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m2
(D2�A)(D2�A) . (2.71)

The 1-loop part of the �-function of our bulk action, �1
g5
, can be then obtained by substituting

the above parameters together with n� = 1 in �(g). This yields

�
1
g5

= �
h125

6

i
g
3
5

16⇡2
. (2.72)

Finally, considering (FA
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/⇤2 as the associated operator of the coupling g5, dimensional analysis

indicates that

dg5 + 3dFµ⌫ � 2 = d )

27

For c(6)1 , using Eq. (2.43), we obtain the �-function

�
c
(6)
1

= �d
c
(6)
1

c
(6)
1 +

1

16⇡2

h
4(c(6)1 )2 + 34g44

i
)

�
c
(6)
1

= �"c
(6)
1 +

1

16⇡2

h
4(c(6)1 )2 + 34g44

i
.

For completeness let us just present now the corresponding �-function of the bulk gauge coupling.

There is no need for extra calculations here since the bulk lattice action, given in Eq. (A.37),

after considering the naive continuum limit in Minkowski space, yields the Lagrangian

LB = �1

4
F

A

µ⌫F
A,µ⌫ +

1

16⇤2
(Dµ

F
A

µ⌫)(DµF
A,µ⌫)� g5

24⇤2
fABCF

A

µ⌫F
B

⌫⇢F
C

⇢µ

+ (Dµ�A)(Dµ�A)� 1

4⇤2
(D2�A)(D2�A)

#
. (2.68)

The above is a 5d version of the Lee-Wick gauge model [18, 20] from where we can extract the

bulk �-functions by generalizing the results to d = 5. Now the Lee-Wick Lagrangian is given in

[18] and it is

L = �1

4
F

A

µ⌫F
A,µ⌫ +

1

2m2
(Dµ

F
A

µ⌫)(DµF
A,µ⌫) +

kF g

2m2
fABCF

A

µ⌫F
B

⌫⇢F
C

⇢µ + (Dµ�
A)⇤(Dµ

�
A)

� 1

m2

n
�1(D

2
�
A)⇤(D2

�
A) + ig�2 (�

A)⇤(DµF
µ⌫)D⌫�

A + g
2
�3 (�

B)⇤FA

µ⌫F
A,µ⌫

�
B

o#
(2.69)

and the d = 4 �-function that derives from it, is

�(g) = � g
3

16⇡2

"✓
43

6
� 18kF +

9

2
k
2
F

◆
C2 �

✓
�1 + 6�3

3�1

◆
n�

#
. (2.70)

C2 is the Casimir operator in the adjoint representation, which for SU(2) is C2 = 2. n� is the

number of scalar fields and kF , �1 and �3 are couplings multiplying the HDO. Back to our model,

the only coupling in Eq. (2.68) is g5, a consequence of the lattice origin of the action, so there

should be only one independent �-function which should be extracted from Eq. (2.70). A direct

comparison of Eq. (2.68) and Eq. (2.69) can be made by setting �2 = �3 = 0 in the latter and

defining 16⇤2 = 2m2, kF = �2/3 and �1 = 2 in the former, to obtain

LB = �1

4
F

A

µ⌫F
A,µ⌫ +

1

2m2
(Dµ

F
A

µ⌫)(DµF
A,µ⌫) +

kF g5

2m2
fABCF

A

µ⌫F
B

⌫⇢F
C

⇢µ

+ (Dµ�A)(Dµ�A)� �1

m2
(D2�A)(D2�A) . (2.71)

The 1-loop part of the �-function of our bulk action, �1
g5
, can be then obtained by substituting
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g5
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Finally, considering (FA
µ⌫)

3
/⇤2 as the associated operator of the coupling g5, dimensional analysis

indicates that

dg5 + 3dFµ⌫ � 2 = d )

27

  or βg5μ−ε/2 = −
ε
2

g5μ−ε/2 −
125

6
g3

5 μ−3ε/2

16π2
βα5

= − εα5 −
125
12

α2
5
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THE HIGGS PHASE

• The desired Higgs phase is revealed when a CW procedure is followed


• The algorithm:


• The improved 1-loop effective potential is of  a CW type


• The minimization suggests 

1. Consider the 4d bare potential in momentum space

2. Construct the renormalized and improved effective potential using the scalar field as the running parameter and minimize it to 
find the non-trivial minimum 

3. Find the relation between the couplings ,  and then determine the scalar and gauge field masses and from those the scalar-
to-gauge mass ratio 


g4 c(6)
1

with t = ln(�̄�/v2) and the condition V
(4) = c

(6)
1 , for t = 0, at work. As a side comment note

that when the Callan-Symanzik operator hits on V
(4), one obtains

"
�2

@

@t
+ �

1
c
(6)
1

@

@c
(6)
1

+ �
1
g4

@

@g4
� 2��

#
V

(4) = 0 )

@c
(6)
1 (t)

@t
=

1

2
�
1
c
(6)
1

)

c
(6)
1 (t) = c

(6)
1 + �

1
c
(6)
1

t

2
, (3.7)

where �1
c
(6)
1

(�1
g4
) is the 1-loop part of the �-function of c(6)1 (of g4) while the anomalous dimension

of �, given by ��, vanishes. Then comparing the above to Eq. (3.6) fixes �1
c
(6)
1

to

�
1
c
(6)
1

=
1

16⇡2

h
4(c(6)1 )2 + 34g44

i
, (3.8)

matching the loop part of Eq. (2.76). Notice that in the CW model, the corresponding Callan-

Symanzik equation gives for the quartic coupling the �-function of Eq. (D.9). There, a cross

term between the quartic and gauge coupling exists due to the appearance of the anomalous

dimension Eq. (D.7). Here the presence of the HDO leads to �� = 0, hence the cross term is

missing in �
1
c
(6)
1

. The improved 1-loop e↵ective potential is now easily obtained by integrating

with respect to the scalar field the renormalized V
(4), to finally arrive in momentum space at

Vimp.(�̄,�) =
c
(6)
1

4
(�̄�)2 +

n
2(c(6)1 )2 + 17g44

o(�̄�)2

64⇡2

⇣
ln

�̄�

v2
� 3

⌘
. (3.9)

The corresponding e↵ective potential from the CW analysis is given in Eq. (D.1) and it is appar-

ent that taken at face value, our potential in the chosen renormalization scheme is essentially a

CW potential with the HDO coupling c
(6)
1 playing the role of the quartic coupling �. There are

di↵erences though that are quite important with the most obvious ones hiding in the numerical

factors. To see an example of the e↵ect of the di↵erent numerical factors, we proceed with the

minimization of the potential. Being of the CW type, the potential is expected to be of a no-

scale nature, yielding a constraint between couplings rather than determining a vev. Following

[11] and defining �̄� = [(A1
5)

2 + (A2
5)

2]/2 ⌘ �
2
r , we first rewrite the potential as

Vimp.(�r) =
c
(6)
1

4
�
4
r +

n
2(c(6)1 )2 + 17g44

o
�
4
r

64⇡2

⇣
ln

�
2
r

v2
� 3

⌘
(3.10)

and then find its minimum:

@Vimp.(�r)

@�r

���
�r=v

=
�(10(c(6)1 )2 + 85g44 � 32⇡2

c
(6)
1 )v3

32⇡2
= 0 ) (3.11)

c
(6)
1 =

85

32⇡2
g
4
4 , (3.12)

where (c(6)1 )2 was neglected with respect to c
(6)
1 since the latter is approximately 32 times bigger

than the former at the above relation. Substituting Eq. (3.12) into Eq. (3.9) we end up with

Vimp.(�r) =
17g44�

4
r

128⇡2

⇣
2 ln

�
2
r

v2
� 1

⌘
+O(g84) , (3.13)

30
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where (c(6)1 )2 was neglected with respect to c
(6)
1 since the latter is approximately 32 times bigger

than the former at the above relation. Substituting Eq. (3.12) into Eq. (3.9) we end up with
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• The expected connection between the couplings is achieved


• The non-trivial vev ( ) triggers the spontaneous breaking of  the gauge symmetry < ϕr > = v ϕr = h + v
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analogues in the CW analysis, with the corresponding results given by Eq. (D.2) and Eq. (D.3)

respectively. Now, Eq. (3.11) indicates a non-trivial minimum at h�ri = v, as the shape of the

potential is of the standard Mexican hat form, see Fig. 2.
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Notice the di↵erent with respect to CW numerical factor in the scalar mass. It arises due to the

di↵erent overall numerical factor in Eq. (3.13) that a↵ects the magnitude of the curvature of the

potential at the minimum and originates from the higher derivative operator with coupling c
(6)
1 .

Since the gauge symmetry is broken, we expect the gauge field to develop a mass. To leading

order in ⇤ only the operator (A3
µ)

2
�̄� contributes after the shift and from that we obtain a gauge

boson mass
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Z , (3.15)

the same as in the CW model. Therefore the above two expressions for the masses determine,

at tree level, the scalar-to-gauge-field mass ratio
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In the last line we computed the numerical factor for later convenience. The corresponding

CW analysis results in a scalar and gauge mass given in Eq. (D.4) and Eq. (D.5) respectively,

detemining the mass ratio in Eq. (D.6):

⇢CW =

r
3

8⇡2
e ' 0.19 e . (3.17)

31

which justifies our choice to neglect (c(6)1 )2. Notice that both Eq. (3.12) and Eq. (3.13) have

analogues in the CW analysis, with the corresponding results given by Eq. (D.2) and Eq. (D.3)

respectively. Now, Eq. (3.11) indicates a non-trivial minimum at h�ri = v, as the shape of the

potential is of the standard Mexican hat form, see Fig. 2.

Vimp.(φr)

φr

Figure 2: The potential in Eq. (3.13).

The vev triggers the spontaneous breaking of the gauge symmetry, allowing us to perform

in the potential the shift �r ! h+ v with h the physical scalar. Then,

m
2
h ⌘ @

2
V (h)

@h2

���
h=0

=
210

8⇡2
g
4
4v

2
. (3.14)

Notice the di↵erent with respect to CW numerical factor in the scalar mass. It arises due to the

di↵erent overall numerical factor in Eq. (3.13) that a↵ects the magnitude of the curvature of the

potential at the minimum and originates from the higher derivative operator with coupling c
(6)
1 .

Since the gauge symmetry is broken, we expect the gauge field to develop a mass. To leading

order in ⇤ only the operator (A3
µ)

2
�̄� contributes after the shift and from that we obtain a gauge

boson mass

m
2
A3

µ
= g

2
4v

2 ⌘ m
2
Z , (3.15)

the same as in the CW model. Therefore the above two expressions for the masses determine,

at tree level, the scalar-to-gauge-field mass ratio

m
2
h

m2
Z

⌘ ⇢
2
bh =

210

8⇡2
g
2
4 )

⇢bh =

r
210

8⇡2
g4 ' 1.64 g4 . (3.16)

In the last line we computed the numerical factor for later convenience. The corresponding

CW analysis results in a scalar and gauge mass given in Eq. (D.4) and Eq. (D.5) respectively,

detemining the mass ratio in Eq. (D.6):

⇢CW =

r
3

8⇡2
e ' 0.19 e . (3.17)

31

which justifies our choice to neglect (c(6)1 )2. Notice that both Eq. (3.12) and Eq. (3.13) have

analogues in the CW analysis, with the corresponding results given by Eq. (D.2) and Eq. (D.3)

respectively. Now, Eq. (3.11) indicates a non-trivial minimum at h�ri = v, as the shape of the

potential is of the standard Mexican hat form, see Fig. 2.

Vimp.(φr)

φr

Figure 2: The potential in Eq. (3.13).

The vev triggers the spontaneous breaking of the gauge symmetry, allowing us to perform

in the potential the shift �r ! h+ v with h the physical scalar. Then,

m
2
h ⌘ @

2
V (h)

@h2

���
h=0

=
210

8⇡2
g
4
4v

2
. (3.14)

Notice the di↵erent with respect to CW numerical factor in the scalar mass. It arises due to the

di↵erent overall numerical factor in Eq. (3.13) that a↵ects the magnitude of the curvature of the

potential at the minimum and originates from the higher derivative operator with coupling c
(6)
1 .

Since the gauge symmetry is broken, we expect the gauge field to develop a mass. To leading

order in ⇤ only the operator (A3
µ)

2
�̄� contributes after the shift and from that we obtain a gauge

boson mass

m
2
A3

µ
= g

2
4v

2 ⌘ m
2
Z , (3.15)

the same as in the CW model. Therefore the above two expressions for the masses determine,

at tree level, the scalar-to-gauge-field mass ratio

m
2
h

m2
Z

⌘ ⇢
2
bh =

210

8⇡2
g
2
4 )

⇢bh =

r
210

8⇡2
g4 ' 1.64 g4 . (3.16)

In the last line we computed the numerical factor for later convenience. The corresponding

CW analysis results in a scalar and gauge mass given in Eq. (D.4) and Eq. (D.5) respectively,

detemining the mass ratio in Eq. (D.6):

⇢CW =

r
3

8⇡2
e ' 0.19 e . (3.17)

31

which justifies our choice to neglect (c(6)1 )2. Notice that both Eq. (3.12) and Eq. (3.13) have

analogues in the CW analysis, with the corresponding results given by Eq. (D.2) and Eq. (D.3)

respectively. Now, Eq. (3.11) indicates a non-trivial minimum at h�ri = v, as the shape of the

potential is of the standard Mexican hat form, see Fig. 2.

Vimp.(φr)

φr

Figure 2: The potential in Eq. (3.13).

The vev triggers the spontaneous breaking of the gauge symmetry, allowing us to perform

in the potential the shift �r ! h+ v with h the physical scalar. Then,

m
2
h ⌘ @

2
V (h)

@h2

���
h=0

=
210

8⇡2
g
4
4v

2
. (3.14)

Notice the di↵erent with respect to CW numerical factor in the scalar mass. It arises due to the

di↵erent overall numerical factor in Eq. (3.13) that a↵ects the magnitude of the curvature of the

potential at the minimum and originates from the higher derivative operator with coupling c
(6)
1 .

Since the gauge symmetry is broken, we expect the gauge field to develop a mass. To leading

order in ⇤ only the operator (A3
µ)

2
�̄� contributes after the shift and from that we obtain a gauge

boson mass

m
2
A3

µ
= g

2
4v

2 ⌘ m
2
Z , (3.15)

the same as in the CW model. Therefore the above two expressions for the masses determine,

at tree level, the scalar-to-gauge-field mass ratio

m
2
h

m2
Z

⌘ ⇢
2
bh =

210

8⇡2
g
2
4 )

⇢bh =

r
210

8⇡2
g4 ' 1.64 g4 . (3.16)

In the last line we computed the numerical factor for later convenience. The corresponding

CW analysis results in a scalar and gauge mass given in Eq. (D.4) and Eq. (D.5) respectively,

detemining the mass ratio in Eq. (D.6):

⇢CW =

r
3

8⇡2
e ' 0.19 e . (3.17)

31



16

THE HIGGS PHASE

• Comparison with the CW case in the classical level 


• The numerical difference originates from the higher derivative nature of  the quartic coupling , a crucial point for the model


• At quantum level the solution of  the RG equations


• The IR boundary conditions are , ,  ( ) and .


• The vev is fixed  

c(6)
1

mR MR g4(mR) = g4,R α4(mR) = α4,R e(MR) = eR

v ≡ v*

which justifies our choice to neglect (c(6)1 )2. Notice that both Eq. (3.12) and Eq. (3.13) have
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Let us discuss some numerics. To begin, the appearance of the anisotropy is rather important

because it allows ⇢bh to reach its Standard Model value 1.38 for reasonable values of g (recall,

g4 = g
p
�). The analogous observation from the non-perturbative point of view in [9] was that

close to the Higgs-Hybrid phase transition and for � ' 0.50, a ⇢bh ' 1.40 can be measured.

Away from the phase transition or in the absence of anisotropy, the mass ratio is far from this

value. As an example consider the triple point in Fig. 1 which is reached for � ' 0.79 [8]. Then,

for our model, Eq. (3.16) gives ⇢bh ' 1.45 g, which for g ' 0.95 reproduces the SM value, while in

the CW model we would need much larger values of e to reach the same result. Another way to

see the di↵erence is to suppose that g and e are of the same order. Then for � ' 0.79 and g ' e,

we get ⇢bh ' 7.60 ⇢CW. Regarding the dependence of ⇢bh on g4 in Eq. (3.16), forcing Eq. (3.16)

and Eq. (3.17) to give the SM value, fixes g4 ' 0.84 and e ' 7.20 respectively, indicating that

the former can be consistent with perturbation theory, not so much the latter. Interestingly,

this value for g4, when substituted back into Eq. (3.12), gives c(6)1 ' 0.13 close to the SM value

for the Higgs self-coupling. Recall that c
(6)
1 plays the role of the scalar quartic coupling here

so this is a non-trivial coincidence. On the other hand, setting e ' 7.20 into Eq. (D.2) we find

� ' 1123.20.

The above numerical discussion did not take into account constraints that originate from

the non-perturbative dynamics. We will insert later information of this sort in the discussion

and look again at the numbers but first we have to understand better the running of the various

parameters involved. So, let us now look at the scale dependence of the couplings. This can be

done for the two models by solving the equations

µ
d g4(µ)

dµ
= �g4 and µ

d e(µ)

dµ
= �e (3.18)

respectively, choosing as IR boundary conditions mR,MR, g4(mR) ⌘ g4,R (or g(mR)�(mR) ⌘
gR �R) and e(MR) ⌘ eR. In order to locate the UV limit of the running in our case, recall first

that the masses depend on g4 and v only. We will choose from now on a scheme where the vev

is kept frozen at a value v = v⇤, in which case the running of the masses is determined by that

of g4 only. Both evolutions implied by Eq. (3.18) are not interrupted, in principle, but from a

Landau pole at some extremely large UV scale. A crucial di↵erence with respect to the CW case

is that in our model the running must be halted in the UV by the quantum phase transition,

way before the Landau pole is hit. Let us call this scale µ⇤ and see in the following section

whether it can be identified more precisely.

Solving the RG equations of Eq. (3.18) gives

g4(µ) =
g4,Rr

1� g24,R

16⇡2 ln
µ2

m2
R

or ↵4(µ) =
↵4,R

1� ↵4,R ln µ2

m2
R

(3.19)

for our boundary coupling and

e(µ) =
eRr

1� e2R
48⇡2 ln

µ2

M2
R

(3.20)
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Finally, notice that in [11] the authors act with the Callan-Symanzik equation on the fourth

derivative of the e↵ective potential Eq. (D.1) and on the wave function renormalization. Then a

system of equations is constructed through which the scalar-field anomalous dimension and the

�-functions of e and � are evaluated and give

� =
3e2

16⇡2
(D.7)

�e =
e
3

48⇡2
or �↵e =

2↵2
e

3
(D.8)

�� =
10
3 �

2 � 12�e2 + 36e4

16⇡2
(D.9)

respectively. Recall that the calculations are performed in d = 4, so the above results represent

the loop-part of the corresponding �-functions.
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� ' 1123.20.

The above numerical discussion did not take into account constraints that originate from

the non-perturbative dynamics. We will insert later information of this sort in the discussion

and look again at the numbers but first we have to understand better the running of the various

parameters involved. So, let us now look at the scale dependence of the couplings. This can be

done for the two models by solving the equations
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d g4(µ)
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= �g4 and µ

d e(µ)

dµ
= �e (3.18)

respectively, choosing as IR boundary conditions mR,MR, g4(mR) ⌘ g4,R (or g(mR)�(mR) ⌘
gR �R) and e(MR) ⌘ eR. In order to locate the UV limit of the running in our case, recall first

that the masses depend on g4 and v only. We will choose from now on a scheme where the vev

is kept frozen at a value v = v⇤, in which case the running of the masses is determined by that

of g4 only. Both evolutions implied by Eq. (3.18) are not interrupted, in principle, but from a

Landau pole at some extremely large UV scale. A crucial di↵erence with respect to the CW case

is that in our model the running must be halted in the UV by the quantum phase transition,

way before the Landau pole is hit. Let us call this scale µ⇤ and see in the following section

whether it can be identified more precisely.

Solving the RG equations of Eq. (3.18) gives
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and

anomalous. Therefore they brake it already at the classical level using their mass counter-term.

Recall that this was not the path that we followed here where we introduced a counterterm for

the scalar field but not for the mass term. The reason for that is hidden behind our intention

to show how the breaking of scale invariance, inserting the HDO at quantum level, is connected

with the spontaneous breaking of the internal symmetry.

Now the loop calculation of the CWmodel is done, at 1-loop level, through the e↵ective action

which led to the determination of the e↵ective potential. In particular the renormalization of

the model using the above arguments gives the e↵ective potential

VCW =
�

4!
�
4
c +

⇣ 5�2

1152⇡2
+

3e4

64⇡2

⌘
�
4
c

⇣
ln

�
2
c

M2
� 25

6

⌘
, (D.1)

where �
2
c ⌘ �̄� while � and e correspond to the quartic and gauge coupling respectively. Ac-

cording to [11] this e↵ective potential has a local minimum away from the origin which is made

clear by supposing that � and e
4 share the same order of magnitude. This claim, connecting

the two couplings, seems a little bit suspicious at the CW analysis while it follows as a natural

implementation regarding the Boundary-Hybrid model developed here. Notice however that the

authors show the validity of the SSB through radiative corrections for arbitrary, but still small,

couplings.

Then, the minimization condition of Eq. (D.1), neglecting the terms proportional to �
2,

indicates that

� =
33

8⇡2
e
4 (D.2)

and therefore the e↵ective potential now becomes

VCW =
3e4

64⇡2
�
4
c

⇣
ln

�
2
c

h�i2 � 1

2

⌘
, (D.3)

with h�i the vacuum expectation value of �c. Keep in mind that during the above procedure

the number of the independent parameters stays fixed. In particular the explicit form of VCW

depends on two parameters, � and e, which is also true for the potential of Eq. (D.3) but now

the parameters are e and h�i. This was defined by the authors as dimensional transmutation.

Since SSB does occur the authors sift the field �c around its vev which inherits the scalar

field with the mass

m
2(S) =

3

8⇡2
e
4h�i2 (D.4)

and the gauge field with the mass

m
2(V ) = e

2h�i2 (D.5)

at leading loop order. Then the scalar-to-gauge mass ration is constructed and given by

m
2(S)

m2(V )
⌘ ⇢

2
CW =

3

8⇡2
e
2 )

⇢CW =

r
3

8⇡2
e . (D.6)
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REMARKS BEFORE THE PHASE DIAGRAM

• The effective boundary action is not completely decoupled from the 5d bulk 


• The RG flow in the Higgs phase is constrained from the one in the Hybrid phase


• The Hybrid phase contains 4d slices with SU(2) gauge group in the bulk. 4d coupling  or  connected with  and gs αs =
g2

s

16π2
β4,s β5,s

3. A matching of  all physical observables is possible at the scale  where the running of   and  stops and it never reaches the continuum 
limit so the model inherits a finite cut-off  

μ* gs(μ) g4(μ)

 1. Dimensional reduction through localization when the Higgs-Hybrid phase transition (1st order, quantum) is approached. The entire Hybrid phase 
is layered in the fifth dimension

2. The bulk driven Higgs-Hybrid phase transition is approached simultaneously from either side when the system is driven towards the UV  (proven NP) due 
to common μ



18

THE CONTINUUM PHASE DIAGRAM

The parameters

Higgs Phase Hybrid Phase 

with

1. The RG evolution of  the couplings in both phases

Let us discuss some numerics. To begin, the appearance of the anisotropy is rather important

because it allows ⇢bh to reach its Standard Model value 1.38 for reasonable values of g (recall,
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and Eq. (3.17) to give the SM value, fixes g4 ' 0.84 and e ' 7.20 respectively, indicating that

the former can be consistent with perturbation theory, not so much the latter. Interestingly,

this value for g4, when substituted back into Eq. (3.12), gives c(6)1 ' 0.13 close to the SM value

for the Higgs self-coupling. Recall that c
(6)
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parameters involved. So, let us now look at the scale dependence of the couplings. This can be
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respectively, choosing as IR boundary conditions mR,MR, g4(mR) ⌘ g4,R (or g(mR)�(mR) ⌘
gR �R) and e(MR) ⌘ eR. In order to locate the UV limit of the running in our case, recall first

that the masses depend on g4 and v only. We will choose from now on a scheme where the vev

is kept frozen at a value v = v⇤, in which case the running of the masses is determined by that

of g4 only. Both evolutions implied by Eq. (3.18) are not interrupted, in principle, but from a

Landau pole at some extremely large UV scale. A crucial di↵erence with respect to the CW case

is that in our model the running must be halted in the UV by the quantum phase transition,

way before the Landau pole is hit. Let us call this scale µ⇤ and see in the following section

whether it can be identified more precisely.

Solving the RG equations of Eq. (3.18) gives

g4(µ) =
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16⇡2 ln
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4.1 Matching RG flows in the Higgs and Hybrid phases

In order to match RG flows, we need to evaluate gs(µ), the coupling in the Hybrid phase.

According to [5, 8] localization holds approximately near the Hybrid-Higgs phase transition on

both sides (see Fig. 1), while as we move deeper in the Hybrid phase the 5d space becomes more

and more layered. In the limit �5 = 0, the 5d space is exactly (and trivially) layered. This

means that inside the entire Hybrid phase we see approximate 4d slices with SU(2) gauge group

in the bulk and a U(1) theory on the boundary in either a Coulomb or a Confined phase, with

the slices almost decoupled from each other. It is su�cient for our discussion to focus on one

of the bulk slices. This means that we know exactly how to construct the RG flow of its gauge

coupling, especially towards the UV where it becomes asymptotically free. The only point that

needs care is the fact that in the bulk too, we have HDO in the e↵ective action. Fortunately,

according to the formalism developed at the end of Section 2.3 the corresponding �-function is

that of the usual 4d Lee-Wick gauge model, [18], given in Eq. (2.70) which for �2 = �3 = 0,

kF = �2/3 and �1 = 2 becomes

�↵s = �125

12
↵
2
s or �gs = �125

6

g
3
s

16⇡2
(4.6)

with gs(↵s = g
2
s/16⇡

2) the 4d dimensionless SU(2) coupling. Its running is given by

gs(µ) =
gs,Rr

1 +
125g2s,R
96⇡2 ln µ2

m2
R

or ↵s(µ) =
↵s,R

1 +
125↵s,R

6 ln µ2

m2
R

)

gs(µ) =
csq
ln µ

⇤s

or ↵s(µ) =
c
0
s

ln µ

⇤s

(4.7)

with

⇤s = e

�
c2s

g2
s,R mR = e

�
c0s

↵s,R mR (4.8)

and cs =
p

48⇡2/125 and c
0
s = 3/125. If we had a general LW gauge model, Eq. (4.7) would

suggest that the coupling has the usual asymptotically free behaviour reaching zero in the

continuum limit. However here, due to the Higgs-Hybrid transition and the assumption that

approaching it from either side drives the system towards the UV, the running in the Hybrid

phase should be related to that of the Higgs phase. A matching of all physical observables at

a generic point along RG flows is expected to be extremely hard but the matching of gauge

couplings only, should be possible at the scale µ⇤. There, the running of gs(µ) stops and it never

reaches the continuum limit and the model inherits a finite cut-o↵. This is rather unusual as

it defines a 4d Yang-Mills theory with a finite UV cut-o↵. One should keep in mind of course

that this phase is not physical from the Higgs phase boundary point of view, it just regulates

the Higgs phase, where the interesting physics takes place.

To be more specific, consider the auxiliary running couplings in the Higgs and Hybrid phases,

Eq. (3.19) and Eq. (4.7) respectively and invert both with respect to the regulating scale. Then

the former gives that

µ = exp
h
↵4(µ)� ↵4,R

2↵4(µ)↵4,R

i
mR , (4.9)
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The scale where the phase transition occurs as well as ↵⇤ in Eq. (4.13) depend, apart from the

input scale ⇤s, on the arbitrary reference values ↵4,R and ↵s,R. Similarly, mR is fixed as soon as

↵s,R is fixed from Eq. (4.8). We add the value of the scalar mass at the phase transition which

will be needed later:
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How far is the cut-o↵ µ⇤ from a continuum limit, equivalently how far the first order phase

transition implied by the finite cut-o↵ in Eq. (4.14) is from a second order phase transition?

For this, let us look at the way that the bulk coupling runs, taking into account the HDO. The

relevant RG equation, using the �-function of Eq. (2.77) for " = �1 this time, yields

↵5(µ) =
↵5,R

C ↵5,R + (1� C ↵5,R)
MR
µ

, (4.16)

with C = 125/12 and MR,↵5,R ⌘ ↵5(MR) arbitrary parameters. Following [1], if we demand

Eq. (2.77) to vanish at 1-loop order there appears both a Gaussian and a Wilson-Fisher fixed

point given by4

↵5• = 0 and ↵5? =
1

C
= 0.096 , (4.17)

4We denote the WF fixed point by a ’star’, which is (slightly) di↵erent from the RG flow matching point,

denoted before by an ’asterisk’.
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3. The value of  the parameters on the phase transition denoted by *

2. The connection of   and  with the running 
gauge couplings of  Higgs and Hybrid phase
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Figure 6: The running of the anisotropy �s(µ) as a function of the dynamical scale. The green bullet

represent the scale µ2 where the anisotropy becomes �s(µ2) = 1 while the yellow one the scale µ⇤ at

which �s(µ⇤) ⌘ �(µ⇤). The black bullet (Gaussian fixed point), shows the limit µ ! 1 where �s ! 0,

corresponding to the minimum value of the anisotropy. The behaviour of �s stays always similar to the

bulk-driven phase transition of Fig. 1.

�s = �5,s/�4,s we get

�4(µ) =
1

4⇡2↵4(µ)
and �5(µ) = �

2(µ)�4(µ) . (4.24)

for the Higgs phase and

�4,s(µ) =
1

4⇡2↵s(µ)
�5,s(µ) = �

2
s (µ)�4,s(µ) (4.25)

for the Hybrid phase. Since we do not know how to compute �s(µ), we can exploit localization:

Since during the evolution along a 4d slice changes little the localization property, we can safely

assume that �5,s(µ) is constant along a flow (we move along �5 = const. lines) in Eq. (4.25).

Hence,

�5,s(µ) = �
2
s (µ)�4,s(µ) ⌘ �5,s⇤ )

�s(µ) =

s
�5,s⇤

�4,s(µ)
= 2⇡

q
�5,s⇤ ↵s(µ) (4.26)

where �5,s⇤ is the value of �5,s(µ) on the phase transition. To be more quantitative let us choose

↵s,R = 0.014, ↵4,R = 0.00435 (these choices are justified in the following) and demand that

�s(µ⇤) ⌘ �(µ⇤). This suggests that

�5,s⇤ ' 0.6 (4.27)

fitting to a good approximation the non-perturbative results [8, 9]. Computing the flow, with

these choices, we are lead to Fig. 6 which presents the running of the anisotropy parameter

whose form resembles the blue line of Fig. 1. Note that even though �(µ1) = �s(µ2) = 1 the

associated scales do not admit the same value, so µ1 6= µ2.
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• The needed ingredients:
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THE CONTINUUM PHASE DIAGRAM

• On the Higgs-Hybrid phase transition  :


• The above are controlled by four variables:  , , , and  ( )


•  (SM’s strong gauge coupling) and  (proton mass), fixed by physical motivation


• The first necessary condition for the validity of  the effective action is the hierarchy of  the scales


• The second necessary condition is to generate a SM-like spectrum


• Standard Model spectrum for  and 

μ = μ*

α4,R αs,R v* Λs c′￼s = 3/125

αs,R = 0.014 Λs = mp = 1000 MeV

α4,R = 0.00435 v* = 108.2 GeV

while in the Hybrid phase that

µ = e

c0s
↵s(µ)⇤s . (4.10)

As both move towards the UV trying to reach the phase transition at a common point where

µ = µ⇤, they must necessarily assume common values. Hence, equating Eq. (4.9) with Eq. (4.10)

we get
↵4(µ)� ↵4,R

2↵4(µ)↵4,R
� c

0
s

↵s(µ)
= ln

⇤s

mR

, (4.11)

where mR is not independent from ⇤s due to Eq. (4.8). Using this, we obtain the relation

↵4(µ)� ↵4,R

2↵4(µ)↵4,R
= c

0

s

↵s,R � ↵s(µ)

↵s(µ)↵s,R

(4.12)

which makes the relation between the running of the couplings in the two sides of the phase

transition explicit. Here comes the crucial step, since we are interested in finding the scale µ⇤

where the RG flows meet and the couplings coincide. This results in

↵4(µ⇤)� ↵4,R

2↵4(µ⇤)↵4,R
= c

0

s

↵s,R � ↵s(µ⇤)

↵s(µ⇤)↵s,R

)

↵⇤ � ↵4,R

2↵⇤ ↵4,R
= c

0

s

↵s,R � ↵⇤

↵⇤↵s,R

)

↵⇤ =
↵4,R ↵s,R(1 + 2c0s)

↵s,R + 2c0s↵4,R
, (4.13)

with ↵4(µ⇤) = ↵s(µ⇤) = ↵⇤, thereby the cut-o↵ implied by Eq. (4.10) being equal to

µ⇤ = e

c0s
1+2c0s

[ 1
↵4,R

+
2c0s
↵s,R

]
⇤s . (4.14)

The scale where the phase transition occurs as well as ↵⇤ in Eq. (4.13) depend, apart from the

input scale ⇤s, on the arbitrary reference values ↵4,R and ↵s,R. Similarly, mR is fixed as soon as

↵s,R is fixed from Eq. (4.8). We add the value of the scalar mass at the phase transition which

will be needed later:

mh⇤ =

r
210

8⇡2
16⇡2

v⇤↵⇤ . (4.15)

How far is the cut-o↵ µ⇤ from a continuum limit, equivalently how far the first order phase

transition implied by the finite cut-o↵ in Eq. (4.14) is from a second order phase transition?

For this, let us look at the way that the bulk coupling runs, taking into account the HDO. The

relevant RG equation, using the �-function of Eq. (2.77) for " = �1 this time, yields

↵5(µ) =
↵5,R

C ↵5,R + (1� C ↵5,R)
MR
µ

, (4.16)

with C = 125/12 and MR,↵5,R ⌘ ↵5(MR) arbitrary parameters. Following [1], if we demand

Eq. (2.77) to vanish at 1-loop order there appears both a Gaussian and a Wilson-Fisher fixed

point given by4

↵5• = 0 and ↵5? =
1

C
= 0.096 , (4.17)

4We denote the WF fixed point by a ’star’, which is (slightly) di↵erent from the RG flow matching point,

denoted before by an ’asterisk’.
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which makes the relation between the running of the couplings in the two sides of the phase

transition explicit. Here comes the crucial step, since we are interested in finding the scale µ⇤

where the RG flows meet and the couplings coincide. This results in

↵4(µ⇤)� ↵4,R

2↵4(µ⇤)↵4,R
= c

0

s

↵s,R � ↵s(µ⇤)

↵s(µ⇤)↵s,R

)

↵⇤ � ↵4,R

2↵⇤ ↵4,R
= c

0

s

↵s,R � ↵⇤

↵⇤↵s,R

)

↵⇤ =
↵4,R ↵s,R(1 + 2c0s)

↵s,R + 2c0s↵4,R
, (4.13)

with ↵4(µ⇤) = ↵s(µ⇤) = ↵⇤, thereby the cut-o↵ implied by Eq. (4.10) being equal to

µ⇤ = e

c0s
1+2c0s

[ 1
↵4,R

+
2c0s
↵s,R

]
⇤s . (4.14)

The scale where the phase transition occurs as well as ↵⇤ in Eq. (4.13) depend, apart from the

input scale ⇤s, on the arbitrary reference values ↵4,R and ↵s,R. Similarly, mR is fixed as soon as

↵s,R is fixed from Eq. (4.8). We add the value of the scalar mass at the phase transition which

will be needed later:

mh⇤ =

r
210

8⇡2
16⇡2

v⇤↵⇤ . (4.15)

How far is the cut-o↵ µ⇤ from a continuum limit, equivalently how far the first order phase

transition implied by the finite cut-o↵ in Eq. (4.14) is from a second order phase transition?

For this, let us look at the way that the bulk coupling runs, taking into account the HDO. The

relevant RG equation, using the �-function of Eq. (2.77) for " = �1 this time, yields

↵5(µ) =
↵5,R

C ↵5,R + (1� C ↵5,R)
MR
µ

, (4.16)

with C = 125/12 and MR,↵5,R ⌘ ↵5(MR) arbitrary parameters. Following [1], if we demand

Eq. (2.77) to vanish at 1-loop order there appears both a Gaussian and a Wilson-Fisher fixed

point given by4

↵5• = 0 and ↵5? =
1

C
= 0.096 , (4.17)

4We denote the WF fixed point by a ’star’, which is (slightly) di↵erent from the RG flow matching point,

denoted before by an ’asterisk’.
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4.2 Physics in the vicinity of the phase transition

Now we are ready to return to the numerical discussion and ask the sharper question of whether

the RG dynamics allows realistic numbers to be generated. In order to facilitate the discussion

we collect the relevant equations and simplify the notation, by defining ↵4,R ⌘ x, ↵s,R ⌘ y and

c
0
s ⌘ c. We have Eq. (4.8), Eq. (4.10) and Eq. (4.15) that read in this notation

mR = ⇤se
c
y , µ⇤ = ⇤se

c
↵⇤ , mh⇤ =

r
210

8⇡2
16⇡2

v⇤↵⇤ (4.28)

where c = 3/125 and

↵⇤ = (1 + 2c)
xy

y + 2cx
. (4.29)

If we keep ⇤s fixed, the model is parametrized by the constants x, y and v⇤. A necessary

condition for the validity of the e↵ective action is that these scales obey the hierarchy

mR < mh⇤ < µ⇤ . (4.30)

Beyond this constraint, we would like to see if we can generate in addition a Standard Model-like

spectrum, that is

mh⇤ ' 125GeV and ⇢bh > 1 (4.31)

It turns out that the window of parameters that solve Eq. (4.28) is small. If we focus on

Eq. (4.30) the first restriction we get is ↵⇤ < y which combined with Eq. (4.29) suggests the

condition x < y. Such a case is expected to be obeyed between a confined and a deconfined

coupling and then we get the right hierarchy only in the range 0 < x < 0.01 approximately,

for any reasonable value of v⇤, which we will assume to be v⇤ ⇠ O(100GeV). If in addition

we impose Eq. (4.31), the solution becomes even more constrained. There are four variables,

x, y, v⇤ and ⇤s which need care two of which can be fixed by a physical motivation. In fact, we

can set gs,R equal to the SM strong coupling g(mZ) ' 1.5 which fixes y ' 0.014. For ⇤s there

are two interesting scenarios, ⇤s ⌘ ⇤QCD ' 200 MeV and ⇤s ⌘ mp ' 1000 MeV, with the latter

equal to the proton mass. We give two examples: for ⇤s ' 200 MeV, x ' 0.00330, y ' 0.014

and v⇤ ' 142 GeV, we get mR ' 1.11 GeV, mh⇤ ' 125 GeV, µ⇤ ' 223.3 GeV and ⇢bh ' 1.2.

The value of ⇢bh increases towards its SM value ⇠ 1.38 if we use our second choice for ⇤s, which

corresponds to 1000 MeV. Then the above range for x shifts by a bit and presents an alternative

set of numbers: for x ' 0.00435, y ' 0.014 and v⇤ ' 108.2 GeV we obtain mR ' 5.55 GeV,

mh⇤ ' 125.1 GeV, µ⇤ ' 209.1 GeV and ⇢bh ' 1.373. Note that the latter implies mZ⇤ ' 91.1

GeV for the gauge boson mass and c
(6)
1⇤ ' 0.12 for the HDO coupling Eq. (3.12), therefore in

this example the observables take quite Standard Model-like values. Furthermore, the obtained

mR and y justify our discussion below Eq. (4.19) which shows that the model reaches its first

order phase transition before the continuum limit. Finally, x (or ↵4,R) for the above two cases

when inserted in Eq. (3.21) gives µ4,L ' 2⇥ e
60 GeV and µ4,L ' 1⇥ e

50 GeV respectively. This

implies that µ⇤ << µ4,L and hence the model remains consistent.

We are now ready to construct the perturbative phase diagram using the above numerical

analysis and draw RG flow lines on it. Starting with the phase diagram what we expect is the
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, ,  and mR = 5.55 GeV mh* ≈ 125.1 GeV μ* ≈ 209 GeV ρbh ≈ 1.373
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THE CONTINUUM PHASE DIAGRAM
• Keep ,  and . Vary Varies different pair αs,R = 0.014 Λs = 1000 MeV v* = 108.2 GeV α4,R → μ* → (β4*, β5*)

Figure 7: The perturbative phase diagram. The featuring phase transition is weak first order and

bulk-driven (b-d Transition) separating the Higgs from the Hybrid phase. The phase line is constructed

by pairs of (�4⇤,�5⇤) obtained at the cut-o↵ scale µ⇤ by means of the matching procedure described in

the text, while its colour code reflects that the cut-o↵ scale increases from the IR (left, redder dots) to

the UV (right, bluer dots).

existence of a weak, bulk-driven, first order phase transition which separates the Higgs from the

Hybrid phase, deduced from the matching condition of the flows at the natural cut-o↵ µ⇤. The

(re)construction of the boundary-driven transition is out of the scope of the current work.

Our construction algorithm is the following: We choose to present the phase diagram on the

plane of running couplings �4 and �5, which is analogous to the lattice parametrization. These

are connected to the perturbative ↵4(µ) and ↵s(µ) through Eq. (4.24) and Eq. (4.25) respectively.

The next step is to express the couplings �4(µ) and �5(µ) as functions of the matching condition

parameters in Eq. (4.28) and Eq. (4.29) that is in terms of ⇤s, y, v⇤ and x. Among them the

first two are already fixed in our examples and now we choose to keep also v⇤ fixed and let x

to run freely. Here we work with the set of parameters that gives the SM spectrum: ⇤s ' 1000

MeV and y ' 0.014, which combined fix also mR ' 5.55 GeV, as well as v⇤ ' 108.2 GeV.

Then the phase diagram is constructed by varying x and after that collecting the produced pairs

(�4(µ⇤),�5(µ⇤)). As a last comment, the numerical analysis below Eq. (4.31) gives us the upper

bound of x, xmax ' 0.004736, for which Eq. (4.28) admits the minimum cut-o↵ µ⇤,min ' 136.1

GeV. It would be nice to also have an upper bound. Recall that our model stops generating a

viable SM spectrum when ⇢bh ' 1 which corresponds to xmin ' 0.002706 and µ⇤,max ' 5123

GeV. Actually this is an allowed, almost forced upper bound for our example since Eq. (4.23)

gives for xmin the scale µmax ' 5751GeV > µ⇤,max, above which the running of � is given by

the undesired red line of Fig. 5. With these in our mind the perturbative phase diagram of our

model is depicted in Fig. 7 showing indeed the existence of a first order phase transition. This

bulk-driven transition (b-d Transition) is the result of a series of finite cut-o↵s and even though

it resembles that of [1] (blue line of Fig. 1) its location is slightly above the latter, so the RG
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Increasing  and μ μ*
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THE CONTINUUM PHASE DIAGRAM
• The phase diagram and three RG flows: α4,R → (αmin

4,R = 0.0027) , (α4,R = 0.00435) , (αmax
4,R = 0.00473)

          (mh* ≈ 78 GeV, μ* ≈ 5123 GeV) (mh* ≈ 125.1 GeV, μ* ≈ 209 GeV) (mh* = μ* ≈ 136.1 GeV)

Increasing  and μ μ*
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THE CONTINUUM PHASE DIAGRAM
• A zoomed version of  the phase diagram

corresponding to the set of parameters

(⇤s, v⇤, x, y) ⌘ (1000MeV, 108.2GeV, 0.00435, 0.014) (4.32)

which produced the SM-like spectrum. The di↵erence with respect to the phase diagram algo-

rithm is that now these are kept fixed and the only parameter which runs freely is µ. For the

Higgs phase the RG flow is obtained by the simultaneous running of �4(µ) and �5(µ), Eq. (4.24).

In the Hybrid phase on the other hand the only running parameter is �4,s(µ), according to the

discussion below Eq. (4.25), since �5,s is constant and given by Eq. (4.27) when the set of values

in Eq. (4.32) is used. Collectively these arguments result in the running couplings in Fig. 8.

Keep in mind that the RG flow in both phases, when the common cut-o↵ scale is reached hits

on the same point of the phase transition and the associated running ends, a consequence of the

matching condition. In the current scenario this scale is µ⇤ ' 209.1 GeV and corresponds to the

point (�4⇤,�5⇤) = (5.64, 0.60). Of course this is not the only possible choice since by changing

x we get RG flows which end on di↵erent points on the phase transition, corresponding to dif-

ferent cut-o↵ scales. For example for x ⌘ xmin = 0.002706 and x ⌘ xmax = 0.004736 we obtain

mh⇤ ' 78.3 GeV, µ⇤ ' 5123 GeV, ⇢bh ' 1 and mh⇤ ⌘ µ⇤ ' 136.1 GeV and ⇢bh ' 1.43 respec-

tively. The associated endpoints are (�4⇤,�5⇤)min ⌘ (9.08, 0.28) and (�4⇤,�5⇤)max ⌘ (5.2, 0.75),

while neither case gives a SM-like spectrum. Note that if we had changed, apart from x, also the

other variables we could have come up with di↵erent RG flows which however would not refer

to the phase diagram of Fig. 7. This is the reason why in the above examples we varied only x

keeping ⇤s, y and v⇤ fixed. The simultaneous running of the above RG flows towards the first

order phase transition is presented in Fig. 9. In Fig. 10 we zoom around the phase transition
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Figure 10: Zoom around the phase transition for the SM-like example in Eq. (4.32). The colour code

convention regarding the scale value of each point follows light frequencies.

for the set of parameters in Eq. (4.32) where we show a few points of Fig. 9. In this plot,

the colour code is strict for all points. The colour of each point represents the value of µ that

corresponds to it, with red representing the IR, blue the UV and with intermediate frequency
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THE CONTINUUM PHASE DIAGRAM

• Numerical analysis shows that the fine tuning of  an RG flow that respects the physical constraints is equal or less than 


• The relation  is true for Case 2. The system reaches the 1st order phase transition before the 2nd order one


• Same arguments keeping  and  fixed and varying  and 


• Then the fine tuning in the Higgs mass is very small. The dynamics do not allow a high cut-off  for the effective action

𝒪(102)

α4(μ*) < α5(μ⋆)

αs,R = 0.014 α4,R = 0.00435 Λs v*

Case 1:  only for  a realistic spectrum, however the 1st order phase transition is below the 2nd order 
phase transition


Case 2:  ( ), only for  a realistic spectrum


Case 3:  a realistic spectrum for , however the the hierarchy condition is not respected  

αs,R ≥ 𝒪(10−1) α4,R = 0.00435

αs,R = 𝒪(10−2) 0.010 ≤ αs,R ≤ 0.098 α4,R = 0.00435

αs,R ≤ 𝒪(10−3) α4,R ≠ 0.00435

Viable conditions for  and 0.6 GeV ≤ Λs ≤ 16 GeV v* = 108.2 GeV
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CONCLUSIONS

• The 1-loop effective action of  an SU(2) gauge theory in five dimensions with boundary conditions that leave a U(1)-complex scalar 
theory on the boundary, located at the origin of  a semi-infinite fifth dimension was constructed


• At perturbative level, the boundary theory is a version of  the Coleman-Weinberg model where the quartic term is replaced by a 
dimension-6 derivative operator. A qualitatively similar to the CW model Higgs mechanism is at work but with different coefficients in 
the scalar mass and the -functions that change things towards a more realistic direction


• Imposing on the effective action non-perturbative features known from the lattice, the system becomes highly constrained. The picture 
is that the model possesses a non-trivial phase diagram where the phases are separated by 1st order, quantum phase transitions located 
in the UV


• In order to use the model as a cartoon of  a possible origin of  the Standard Model Higgs sector, then it turns out that we have to sit on, 
or near the interface of  the phase transition that separates the Higgs phase and a layered-type of  phase, the Hybrid phase. There, 
dimensional reduction happens via localization in both phases and the effective action must be constructed with a dynamically 
generated finite cut-off  but also with RG flows that are correlated below and above the phase transition


• Alternative resolution to the Higgs mass hierarchy problem: The fine tuning involved is about one part in a hundred and it is related to 
the choice of  a ”physical RG flow” on the phase diagram while the dynamics do not allow a high cut-off  for the effective action. Once 
such a physical RG flow is picked, there is very little fine tuning that takes place along it


• Several features of  the model could be tested at Higgs-factories and future colliders  

β
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