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Understanding the Early 
Universe: interplay of theory 

and collider experiments
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What is my goal?

Apply ML computer vision techniques on LHC data.
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Physics -> Detector -> Particle data

Object reconstruction 
algorithms

Sensors

Low level data
High level data:
Traditional HEP 
data analysis



End-to-end classification using computer vision 
inspired techniques

Images

Resolution: 50x50

(R, G, B) = (EMCal, 
HCal, tracks)

Intensity ∝ Energy 
deposit

Process based on 
this paper:

https://arxiv.org/abs/18
07.11916 

https://arxiv.org/abs/1807.11916
https://arxiv.org/abs/1807.11916


Example: 
Binary classification

SPH_9TeV: Sphalerons

BH_n4_M10: microscopic 
black holes

Special (theoretical) 
events that result in 
many jets. Could be 
hard to separate.





Convolutional neural network
ResNet18.

Added circular convolution for panoramic images.

Takes in 50x50 = 2500 features (the image).

Outputs a tensor of values representing the 
classes, and the maximum value gives the predicted 
class.

Metric: In the end we can calculate the % correctly 
classified in each class, the accuracy.

Data augmentation: Random flips across η = 0 and 
random rotations in φ-direction, completely 
necessary for training

[-0.1, 1.2, 4.6]



Indico presentationIgor Slazyk

https://indico.cern.ch/event/1145533/contributions/4808275/attachments/2430459/4161725/ISlazyk_Ensembles_Bagging%26Boosting_Preliminary_Implementation_of_XGBoost_(1).pdf


Xgboost data

Low level data (45 features):

● Five most energetic hits in
○ ECal
○ HCal
○ Tracks

High-level data (39 features):

● First eight jets
● First two leptons
● MET



Preliminary results

ResNet18 is performing comparable to XGBoost with high-level 
data, and better than XGBoost with low-level data.

Using low-level data with the CNN we can skip object 
reconstruction and get similar precision.

Resnet18 low level XGBoost low level XGBoost high level

Binary classification 0.907 +- 0.007 0.861 +- 0.001 0.914 +- 0.002



Confusion matrices



Thank you for your attention! :)
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