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Context

Data from 2 observatory sites will be processed at Off-site Data Centers
• CSCS (Switzerland)
• PIC (Spain)
• DESY-Zeuthen (Germany)
• INAF (Italy)  

+ Orchestration and monitoring of services from Science Data 
Management Center (SDMC) at DESY Zeuthen

Off-site

On-site

• Operations Management System
• Computing Workload Management System
• Bulk Archive and File Transfer Management 

System
• Data Processing Pipeline System
• Calibration Production Pipeline System
• Data Quality Pipeline System
• Simulation Production Pipeline System
• Common Software Frameworks

• Proposal Handling
• Long-Term and Mid-Term 

Scheduling
• Automatic Data Product 

Preparation and Verification
• Science Analysis Tools
• Science Archive
• Science Portal
• Reporting/Diagnosis



Context
• CSCS Director: “We are committed to support world-class astronomy 

in Switzerland. In collaboration with our CTA and SKA partners we 
will devise solutions for computing and data that best serve the 
evolving needs of science.”

• Swiss off-site DC for CTA will run on a new ALPS platform (now in 
construction), sharing resources with other projects, such as SKA. 

• The idea is to exchange expertise and technology between CTA and 
SKA data management activities in the measure of possible. 

• Collaborative effort between CSCS and EPFL.
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Organisation of work

• Proposal to SERI together with SKA, contracts, approval and budget 
discussions

• Setup of the team
Resourcing with existing people, open new positions
Admin tasks like open accounts, introduce people, setup 
collaboration spaces, Sync meetings 

• Engineering kick-off meeting March 28, 2022 at CSCS
• Integration into Off-site ICT workpackage:

technical info from CSCS to Off-site ICT management
visit Off-site ICT to CSCS
Face-to-face meeting of four Off-site DCs in Annecy 

• Definition of roles inside the WP
CSCS: compute & storage on Alps, ARC, dCache, etc.
EPFL: link with CTAO (DPPS, SUSS, Science Data Challenge)
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Setup of computing environment at CSCS

Setup of Noir/ALPS virtual cluster
• 16 nodes (2048 cores), 500 TB of storage
• Middleware: dCache and ARC
• Other services CVMFS, DIRAC
• Access through Grid certificates

Initially prepared for “Prod6” Monte-Carlo production
• Request from production team in April, with projected 

start mid-May
• Shifted to July, August, September
• Finally postponed till mid-2023

Alternative Monte-Carlo production proposed (to run on 
two Off-site DCs: CSCS and PIC), for “divergent pointings”
(12 million HS06.hours, 30 TB per DC)
• Starts on Dec. 13, running for 2+ months



Monte-Carlo production

Noir/ALPS virtual cluster
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Data management for Large Size Telescope

LST1

Noir/ALPS virtual cluster
• 16 nodes (2048 cores), 500 TB of storage
• Middleware: dCache and ARC
• Other services CVMFS, DIRAC
• Access through Grid certificates

Invitation from LST team to join data management for the 
telescope
• Agreement within CTA-CH collaboration to enable 

science use case with real data
• Agreement with SERI that EPFL joins LST collaboration 
• Collaboration with Spanish Off-site DC (PIC)
• Synergies with CTA development: RUCIO (Bulk Archive), 

DIRAC (workflow management system) 

Currently planned activities:
• Store a copy of raw data (currently 1.5 PB, +1 PB/yr) 
• Post-processing of MC data  (using Noir cluster)
• Regular re-processing of all data (using Noir cluster)
• Develop services to Swiss members of LST

580TB disks

2048 cores
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Bulk Data Management System, Workflow Management System technologies

• Assistance to BDMS prototyping in collaboration with 
DPPS team at UNIGE and ETHZ

• Deployment of RUCIO at CSCS (on Kubernetes on CSCS 
OpenStack cluster, not related to Noir)

• Access through Grid certificates found to be 
cumbersome. 

• Collaboration with SKA team at EPFL (also considering 
to use RUCIO for their Regional Centers) on 
replacement of Grid certificates with tokens

• Collaboration with Spanish Off-site DC on RUCIO-
managed data transfer

• DPPS team has participated in a Kubernetes hackathon 
at CSCS, developing “kubernetisation” of DIRAC, a 
candidate Workflow Management System.
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Science Data Challenge

• CTA collaboration plans a “Science Data Challenge” 
(SDC) in 2023.

• Off-site DCs have been invited to contribute to 
generation of mock CTA data for the SDC

• Data challenge organisers are considering to use an 
online data analysis environment based on ESFRI 
Science Analysis Platform (ESAP) for participants of SDC. 

• Swiss Off-site DC team has made first tests of ESAP 
deployment at CSCS and contributed to ESAP 
development (Kubernetes deployment)

• Work in progress on Authentication and Authorisation 
and on the choice of multi-core computing technology 
to be provided to SDC participants.

• A proposal is submitted to Swiss Science Data Centre 
(SDSC) for a data science support of SDC. 
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Synergies with SKA Regional Center development

• Regular interactions with SKA team at EPFL on 
technology choices

• Funding from Open Research Data (ORD) program to 
explore incorporation of CTA and SKA data in Findable 
Accessible Interoperable Reusable (FAIR) manner within 
an online data analysis platform

• RUCIO and token authentication activities already 
mentioned


