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introduction

• current status of the modeling
• phenomenological signatures hinting for 

complex scenarios
• self-consistent modeling and 

degeneracy
• connection of micro to macro physics



Blazars in a nutshell

SKA

Synchrotron Inverse 
Compton

CTASSC

SSC+EC

blazar

RG
Synch. IC.

• rel. jest are powered by accr. on BH(106-9Msun)
• rel. plasma (Γ>10) acc. by non-thermal 

processes
• jet axis vs l.o.s. -> beaming (blazar/RG)
• variable emission over the entire EM spectrum
• Low energy bump S, high energy  bump IC

BL Lac/
LRGs

FSRQs/
HERGs



more complex scenarios

External 
Photon contribution,
and viable process to 

accelerate protons

Γ2<<Γ1
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Primary p/e-

Structured jets 
Spine-sheath model

Hadronic models 

pγ, p-synch

EpEγ~E2
∆+ 

Eν~Ep/20
Ep~1017 (eV/Eγ)∆+
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CTA/SKA/IceCube strong 
synergy



more complex scenarios
more complex mode with  

pp corona/outflows 

can explain IceCube results for Sy2 NGC 1068 

but also  γ-NLS1/CSS have a corona 
and possible signatures of winds/outflows, hence 

such a model might produce neutrinos in the gamma-ray  
opaque regions of jetted AGNs 

Eichmann+ 2022, see also Murase papers

Neronov&Semikoz 2020
for pp applied to pc scale of  relativistic jets 
propagating through circumnuclear medium of the AGN

see Teresa Talk/ IceCube results 2022

IceCube Collaboration



variability on short time scales: acc. and cooling (lags, hyst. cycle etc…)

Padovani+ 2017

tvar  depends on tacc, tcool. 
and  properties of 
radiative process  
plus geometry, trends 
among different bands 
bring signatures of 
different processe.

Mrk 421

CW:soft lag, when the flare is 
observed at frequencies where the 
higher energy variability occurs 
more rapidly than at lower energy 

 CCW:In contrast, when observed 
at frequencies for which the 
acceleration and cooling 
timescale are almost equal, the 
loops are expected to be counter-
clockwise with a possible hard 
lag 

Mrk 421 2013 Acciari+ 2020

Complex patterns in the VHE-vs-X-ray 

single episode, single process Katarzyński+ 2005 



long term and delays on weeks to years  timescales

MW variability and correlation studies of Mrk 421 during historically 
low X-ray and γ-ray activity in 2015-2016 

Magic coll. 2020

W. Max-Moerbeck+ 2014  
B. Pushkarev+ 2010 

Ghisellini+1985 
McCray,R. 1968 

Radio-γ delay in Mrk 421 (months)

Radio-γ delay ~ 1/ν 

long terms depends on jet
feeding processes and jet structure:

AD instabilities ,BH spin, jet geometry
see Vitalii Talk



long/short term variability: jet feeding/powering
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where a is a small parameter relating the plasma 
stress tfr to the pressure p (e.g., = ap), and where 
we have used the estimate of Bisnovatyi-Kogan and 
Blinnikov (1977) for the convection velocity v[ £ a1/3cs]. 
Then using equations (6) and (8)-(10), we obtain the 
limiting strength of the magnetic field: 

pcs
2 . (11) 

Thus, the magnetic field pressure becomes comparable 
to the ambient gas pressure, as one would expect from 
simple energy equipartition arguments; however, our 
conclusion cannot be based upon equipartition alone 
because the latter implicitly assumes that field recon- 
nection does not come into play. 

Our argument therefore requires an explicit com- 
parison of the time scales associated with field growth 
and reconnection, and a demonstration that—for some 
significant portion of the accretion disk—no re- 
connection occurs which may stop magnetic field 
growth before the nonlinear limit is reached. In a 
plasma with n x 1022 cm'3, T = 107 K, J9 £ 7.5 x 
107 gauss, / ~ 3 x 106 cm, the Reynolds number is 
Rem æ 1012, and the upper limit for the Petschek-type 
reconnection time is (Priest and Soward 1976): 

Tr 1 = WaI 1 

4(ln Rem + 0.74) 2.1 x 10"2- (12) 

where vA = B/^np)112 is the Alfvén speed and is of the 
order of the sound speed (eq. [11]). Reconnection is 
therefore unimportant if tä/tg > 1, or (using eqs. [7] 
and [12]) 

r/z0 < 140 . (13) 

Now, within the inner portion of the accretion disk 
Zo = 3r0(L/Lc)[l — (r0/r)112] (Bisnovatyi-Kogan and 
Blinnikov 1977); therefore, for 1.2r0 % r < 10r0, we 
obtain 

2.25 < (r/z0)(L/Lc) < 5 , (14) 

where LjLc is the luminosity in units of the Eddington 
limit Lc = 47rcGMmp/(jT. Comparing equations (13) 
and (14), we see that for L ~ 0.1LC—in the most 
radiative part of the disk (r £ 3r0)—equation (13) is 
easily satisfied and therefore reconnection is unable to 
suppress magnetic field generation. In that case the 
argument leading to equation (11) applies. Magnetic 
flux tubes with such strong magnetic field strengths will 
contain less plasma than their ambient surroundings 
in order to maintain pressure balance; therefore they 
are subject to buoyancy forces and will penetrate the 
accretion disk to form “coronal” loops. As soon as 
these field lines emerge from the disk, reconnection 
becomes faster because the coronal density is much 
lower. Reconnection can therefore provide an efficient 
mechanism for plasma heating in the emerged loops; 
this possibility is explored below (§§ III and IV). A 
sketch of the envisaged geometry is shown in Figure 3. 

Fig. 3.—Schematic drawing of the inner accretion disk 
coronal geometry, with r0 = 6GM/c2 ~ 107 cm in the case of 
Cyg X-l ; only the inner portion of the disk is shown. The soft 
X-ray component derives from the relatively cool disk (includ- 
ing the outer portion not shown here) while the hard X-ray 
component is emitted by the ensemble of hot (Te> 5 x 108 K) 
plasma loop structures which have emerged from the inner 
disk. The length of typical loop structures is of the order of 
106 cm, but can be expected to vary considerably as the loops 
evolve and their magnetic fields decay. 

III. PLASMA THERMAL BALANCE IN CORONAL LOOPS: 
LOW LUMINOSITY STATE OF THE ACCRETION DISK 

We now consider the thermal balance of plasma 
entrained within the magnetic loops formed above the 
accretion disk (§ II). At the temperatures of interest 
(> 108 K), and for the loop scale sizes involved 
(<106 cm), typical dynamic relaxation times are less 
than 10"2s; furthermore, the pressure scale height 
substantially exceeds the relevant physical dimensions. 
Therefore, on the time scale of ~ 1 s, we can reason- 
ably expect quasi-stationary conditions, with p ä 
constant along the magnetic field. This precludes 
modeling of the impulsive phase of loop eruption from 
the accretion disk, during which the loop is filled with 
hot plasma. In the present case, thermal balance is 
governed by the energy conservation equation (Rosner, 
Tucker, and Vaiana 1978) 

Eh-jsF-Er = 0, (15) 

where F is the thermal conduction flux, EH is the 
heating rate, ER is the relevant radiation rate (see 
below), and s is the coordinate along the field lines. 
We assume that Compton cooling (Illarionov and 
Sunyaev 1972; Felten and Rees 1972) of loops is 
relatively ineffective in the low-luminosity state; this 
assumption will be verified below. 

For sufficiently hot plasma in the loop (T > 5 x 
108 K), the stationary thermal flux is strongly in- 
hibited by the ion-sound instability of the thermal flux 
(Forslund 1970); calculations of the thermal flux based 
upon a quasi-linear theory of the ion-sound instability 
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Galev&Rosen 1979

BZ process
mechanism to work, the system requires two ingredients: 
- a central spinning black hole and 
- a surrounding disk of plasma with a strong poloidal magnetic 
field. Once accretion onto the black hole has begun, the magnetic 
field lines embedded in the disk, due to the frame dragging, twists 
the field lines into following the rotation of the black hole.

credit picture Sera Markov

Frame dragging 
and 

differential rotation

jet powering 

disk  variability 

provides the  
B gradient to accelerate the jet 

provides content 
of pairs during 

magneti reconnection 
plus pre-acceleration 

of particles 

jet  variability 

Fully poloidal

feeding 

tramaceretramacere
MRK 421 XMM-NEWTON SEMBAY et al. 2002 

Disk, differential rotation, B&P wind 

plus plasmoids 



standard picture: cooling break scenario
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Fig. 6. SEDs of the low-energy part of the spectrum constructed with
data collected by GASP-WEBT (empty circle), KVA (plus sign),
Abastumani (cross), St. Petersburg (asteriks), Campo Imperatore (dia-
monds), REM (squares), and Swift/UVOT (filled circles) during March
2008 and March 2009. A cubic polynomial fit was applied to the SEDs
for locating the position of the synchrotron peak.

Instead, the SED of PKS 1510−089 collected on 18 March 2009
confirmed the evidence of thermal signatures in the optical/UV
spectrum of the source also during high γ-ray states, with a
contribution in the optical part likely due to the little blue bump
and a significant rise of the spectrum at UV due to the accretion
disk emission, as already observed on 20–22 March 2008. On
the other hand, the broad band spectrum of PKS 1510−089 from
radio-to-UV during 25–26 March 2009 shows a flat spectrum in
the optical/UV energy band, suggesting an important contribu-
tion of the synchrotron emission in this part of the spectrum dur-
ing the brightest γ-ray flaring episode and therefore a significant
shift of the synchrotron peak, usually observed in this source in
the infrared band. We derived an estimate of the frequency of the
synchrotron peak in the three SEDs applying a cubic polynomial
fit (see e.g. Kubo et al. 1998) to the radio and IR data, which
are likely due to pure synchrotron, as shown in Fig. 6. The syn-
chrotron peak shifted from ν = 1.5×1013 Hz to ν = 6.5×1013 Hz
between 18 and 26 March 2009. Similarly to the harder-when-
brighter behaviour observed in X-rays, this is a typical behaviour
of high-frequency-peaked BL Lacs (HBLs) and not so com-
monly observed in FSRQs such as PKS 1510−089, even if this
could be partially due to the fact that it is more difficult to obtain
a long term monitoring of the synchrotron peak of FSRQs in the
IR band with respect to the optical/UV and X-ray band.

Abdo et al. (2010a) analyzing the UVOT data of PKS
1510−089 with standard calibrations (and thus with possible bi-
ases in the results, see above) found an anticorrelation between
UV flux and UV hardness ratio in the period January–June 2009,
suggesting a different level of contamination in UV by the high-
energy branch of synchrotron emission depending on the activity
level. This is in agreement with our results, even if the impor-
tance of the increase of the synchrotron emission observed at the
end of March 2009 seems to be much higher with respect to the
general trend.

The UVOT data reported in the SED of 25–26 March 2009
are collected at JD = 2 454 916.46, instead the BVRI data are
collected by St. Petersburg at JD = 2 454 916.51–53, thus the
separation in time between UVOT and BVRI data is about 1 h.
This rules out the possible bias related to the optical/UV vari-
ability of the object, confirming the flat optical/UV spectrum.

The NIR data for the same SED are collected by REM at JD =
2 454 916.66, about 3.5 h after the optical data and 4.5 h after
the UVOT data. In this case it is not possible to completely rule
out a mismatch due to the possible rapid optical/UV variabil-
ity, but by comparison with the NIR data collected during 20–22
March 2008 and 18 March 2009, it is evident the change of the
NIR spectrum, in agreement with what we observed also in op-
tical/UV. Moreover the comparison between the optical/UV data
collected by UVOT on 25 March 2009, during the first UVOT
exposure (JD ∼ 2 454 916.1, magenta circles in Fig. 6) and those
taken about 9–10 h after (JD ∼ 2 454 916.5, green circles), re-
veals a noticeable spectral and flux variation. Considering that
the accretion disk is slowly variable on such short timescales,
this is another proof of the fact that the rapid increase of the op-
tical emission started on 25 March and peaking on 27 March is
mainly due to the synchrotron mechanism. This is also in full
agreement with the simultaneous rapid increase of the degree of
optical polarization shown in Marscher et al. (2010, see in partic-
ular their Fig. 4). Thermal emission is unpolarized as it reflects
the random walk of atoms and ions within the emitting region,
therefore such increase of the degree of polarization is a clear
signature of a rapid and strong increase of the contribution in
the optical band of a non-thermal mechanism such as the syn-
chrotron emission.

8.2. Light curve behaviour and correlations

By comparing the source behaviour observed in γ rays by
AGILE with the ones observed from optical-to-UV by GASP-
WEBT, REM and Swift/UVOT during March 2009 we noted
that while the γ-ray light curve shows evidence of different out-
bursts of increasing entity, the optical and UV light curves seem
to show a gradual increase of the flux in time with a rapid flux
enhancement after JD ∼ 2 454 915.0 and a single major outburst
occurred between JD 2 454 917.25 and JD 2 454 917.60. A vari-
ation of 0.48 mag in 9 days (JD 2 454 906–2 454 915) was de-
tected in the R-band light curve, followed by a more rapid vari-
ation of 0.95 mag in ∼2 days. The uvw1 light curve shows a
similar behaviour, with a variation of 0.43 mag in 7 days and
0.78 mag in the following 2 days. The larger increase observed
in R-band with respect to uvw1 band is in agreement with a
larger contribution of the synchrotron emission in the optical
than in the UV band. A linear fit applied to the R-band and uvw1-
band light curves in Fig. 3 shows a change of slope after JD =
2 454 915. The optical/UV peak seems to be delayed with respect
to the brightest γ-ray peak by 1–2 days, although we cannot ex-
clude a very rapid optical/UV flare occurred during the gap in
the optical and UV light curves before JD 2 454 917.25.

Another possibility is that the delay between optical and
γ-ray emission is due to our choice of the T0 used for build-
ing the γ-ray daily light curve. To investigate the influence of
the T0 on the determination of the γ-ray peak we constructed
three different light curves, considering an integration interval
of 1 day and shifting the T0 of ∆T1 = 8 h and ∆T2 = 16 h
with respect to our initial choice (T0 = 0:00 UT). In Fig. 7 the
optical (R-band), UV (w1 filter) and the three γ-ray light curves
built with the different T0 in the period 21–31 March 2009 (la-
belled as I, II and III) are shown. For each γ-ray light curve we
assign a weight “1” to the three fractional 8-h bins that consti-
tute the total 1-day bin with the highest flux and a weight “0”
to the other fractional bins. Combining the information derived
from the three light curves we can build a probability function
and estimate the fractional bin that corresponds with the highest
probability to the emission peak. In this way we estimated the
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Ahnen+ 2015 (MAGIC) FSRQ PKS 1441+25
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Fig. 11. SSC fits of three different observations with simultaneous UVOT XRT and BAT data. Left panels show the SSC model, from top to bottom:
solid circles represent data from 2006 April 22, 2006 June 23, and 2006 July 15 Swift observations. Green triangles show Swift-XRT data on 2005
March 31 from Tramacere et al. (2007b). Solid grey polygons represent non-simultaneous EBL corrected TeV data. Solid gray squares represent
the high state on 2001 observed by Whipple, data from Albert et al. (2007). Solid gray diamonds represent the average 2004-2005 TeV spectrum
as observed by MAGIC (Albert et al. 2007). Solid gray right triangles represent the average spectrum from December 2005 to February 2006 as
observed by TACTIC (Yadav et al. 2007). The solid red triangle represents a Whipple observation on June 18, 19, 21 from Lichti et al. (2008), that
is very close in time to our 2006 June 23 data set. The solid lines represent the best fit by a SSC model to our simultaneous Swift observation, and
the dashed line is the best SSC fit to the Swift data on 03/31/2005. The dotted lines represent the modelling of the galaxy contribution by means
of black body spectral shape. Right panels show the electron distributions for the SSC models in the left panels. The solid lines in the right panels
represent the electron distributions for the best fit models of the three 2006 Swift observations, the dotted lines represent the extrapolation of the
LP branch of the LPPL distribution, and the dashed lines represent the electron distribution for the 2005 March 31 data.

Table 4. SSC best-fit model results for the 2006 Swift observations and using as electron distribution a log-parabola with a power-law low-energy
branch (Eq. (13)).

Date B R δ N(∗) r s γc(∗∗) γLP
p (∗ ∗ ∗) γmax γmin ue/ub

G cm cm−3

22-04-2006 0.1 2.1 × 1015 25 13.5 0.75 2.30 1.75 × 105 2.0 × 103 2.5 × 106 1.1 × 103 119
23-06-2006 0.1 2.1 × 1015 25 15.0 0.65 2.30 2.85 × 105 4.8 × 103 4.0 × 106 1.1 × 103 135
15-07-2006 0.1 2.1 × 1015 25 21.0 0.85 2.32 2.50 × 105 1.0 × 104 3.0 × 106 1.1 × 103 185

8. SED modelling and GeV/MeV predictions

We model the SEDs of three observations with simultaneous
XRT, BAT , and UVOT data, using a standard one-zone SSC sce-
nario. The only useful TeV data found in the literature are from
Whipple observations on June 18, 19, and 21 (Lichti et al. 2008).
Almost simultaneous only with the 06/23/2006 Swift pointing,
these data provide only the TeV flux, without giving a descrip-
tion of the spectrum. For this reason, they are only used to esti-
mate the TeV flux level during that pointing.

To estimate the spectral and flux range of variability, we
also plot Swift-XRT data from 2005 March 31 (Tramacere
et al. 2007a), and some TeV SEDs representing the source in

different flaring states (Albert et al. 2007; Yadav et al. 2007) (see
left panel of Fig. 11).

The 2006 SEDs that we want to model have a power-law
spectral dependence between the UVOT and XRT bands. As
described in Sect. 7, the most generic distribution accounting
for this spectral shape is a power-law at low energy with a log-
parabolic high-energy branch (Eq. (13)). In contrast, the 2005
March 31 SED can be modelled using a log-parabolic elec-
tron distribution that we express in terms of the peak energy as
(LPEP):

n(γ) = K 10−r (log(γ/γp))2
. (15)

Tramacere +2009
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Fig. 6. SEDs of the low-energy part of the spectrum constructed with
data collected by GASP-WEBT (empty circle), KVA (plus sign),
Abastumani (cross), St. Petersburg (asteriks), Campo Imperatore (dia-
monds), REM (squares), and Swift/UVOT (filled circles) during March
2008 and March 2009. A cubic polynomial fit was applied to the SEDs
for locating the position of the synchrotron peak.

Instead, the SED of PKS 1510−089 collected on 18 March 2009
confirmed the evidence of thermal signatures in the optical/UV
spectrum of the source also during high γ-ray states, with a
contribution in the optical part likely due to the little blue bump
and a significant rise of the spectrum at UV due to the accretion
disk emission, as already observed on 20–22 March 2008. On
the other hand, the broad band spectrum of PKS 1510−089 from
radio-to-UV during 25–26 March 2009 shows a flat spectrum in
the optical/UV energy band, suggesting an important contribu-
tion of the synchrotron emission in this part of the spectrum dur-
ing the brightest γ-ray flaring episode and therefore a significant
shift of the synchrotron peak, usually observed in this source in
the infrared band. We derived an estimate of the frequency of the
synchrotron peak in the three SEDs applying a cubic polynomial
fit (see e.g. Kubo et al. 1998) to the radio and IR data, which
are likely due to pure synchrotron, as shown in Fig. 6. The syn-
chrotron peak shifted from ν = 1.5×1013 Hz to ν = 6.5×1013 Hz
between 18 and 26 March 2009. Similarly to the harder-when-
brighter behaviour observed in X-rays, this is a typical behaviour
of high-frequency-peaked BL Lacs (HBLs) and not so com-
monly observed in FSRQs such as PKS 1510−089, even if this
could be partially due to the fact that it is more difficult to obtain
a long term monitoring of the synchrotron peak of FSRQs in the
IR band with respect to the optical/UV and X-ray band.

Abdo et al. (2010a) analyzing the UVOT data of PKS
1510−089 with standard calibrations (and thus with possible bi-
ases in the results, see above) found an anticorrelation between
UV flux and UV hardness ratio in the period January–June 2009,
suggesting a different level of contamination in UV by the high-
energy branch of synchrotron emission depending on the activity
level. This is in agreement with our results, even if the impor-
tance of the increase of the synchrotron emission observed at the
end of March 2009 seems to be much higher with respect to the
general trend.

The UVOT data reported in the SED of 25–26 March 2009
are collected at JD = 2 454 916.46, instead the BVRI data are
collected by St. Petersburg at JD = 2 454 916.51–53, thus the
separation in time between UVOT and BVRI data is about 1 h.
This rules out the possible bias related to the optical/UV vari-
ability of the object, confirming the flat optical/UV spectrum.

The NIR data for the same SED are collected by REM at JD =
2 454 916.66, about 3.5 h after the optical data and 4.5 h after
the UVOT data. In this case it is not possible to completely rule
out a mismatch due to the possible rapid optical/UV variabil-
ity, but by comparison with the NIR data collected during 20–22
March 2008 and 18 March 2009, it is evident the change of the
NIR spectrum, in agreement with what we observed also in op-
tical/UV. Moreover the comparison between the optical/UV data
collected by UVOT on 25 March 2009, during the first UVOT
exposure (JD ∼ 2 454 916.1, magenta circles in Fig. 6) and those
taken about 9–10 h after (JD ∼ 2 454 916.5, green circles), re-
veals a noticeable spectral and flux variation. Considering that
the accretion disk is slowly variable on such short timescales,
this is another proof of the fact that the rapid increase of the op-
tical emission started on 25 March and peaking on 27 March is
mainly due to the synchrotron mechanism. This is also in full
agreement with the simultaneous rapid increase of the degree of
optical polarization shown in Marscher et al. (2010, see in partic-
ular their Fig. 4). Thermal emission is unpolarized as it reflects
the random walk of atoms and ions within the emitting region,
therefore such increase of the degree of polarization is a clear
signature of a rapid and strong increase of the contribution in
the optical band of a non-thermal mechanism such as the syn-
chrotron emission.

8.2. Light curve behaviour and correlations

By comparing the source behaviour observed in γ rays by
AGILE with the ones observed from optical-to-UV by GASP-
WEBT, REM and Swift/UVOT during March 2009 we noted
that while the γ-ray light curve shows evidence of different out-
bursts of increasing entity, the optical and UV light curves seem
to show a gradual increase of the flux in time with a rapid flux
enhancement after JD ∼ 2 454 915.0 and a single major outburst
occurred between JD 2 454 917.25 and JD 2 454 917.60. A vari-
ation of 0.48 mag in 9 days (JD 2 454 906–2 454 915) was de-
tected in the R-band light curve, followed by a more rapid vari-
ation of 0.95 mag in ∼2 days. The uvw1 light curve shows a
similar behaviour, with a variation of 0.43 mag in 7 days and
0.78 mag in the following 2 days. The larger increase observed
in R-band with respect to uvw1 band is in agreement with a
larger contribution of the synchrotron emission in the optical
than in the UV band. A linear fit applied to the R-band and uvw1-
band light curves in Fig. 3 shows a change of slope after JD =
2 454 915. The optical/UV peak seems to be delayed with respect
to the brightest γ-ray peak by 1–2 days, although we cannot ex-
clude a very rapid optical/UV flare occurred during the gap in
the optical and UV light curves before JD 2 454 917.25.

Another possibility is that the delay between optical and
γ-ray emission is due to our choice of the T0 used for build-
ing the γ-ray daily light curve. To investigate the influence of
the T0 on the determination of the γ-ray peak we constructed
three different light curves, considering an integration interval
of 1 day and shifting the T0 of ∆T1 = 8 h and ∆T2 = 16 h
with respect to our initial choice (T0 = 0:00 UT). In Fig. 7 the
optical (R-band), UV (w1 filter) and the three γ-ray light curves
built with the different T0 in the period 21–31 March 2009 (la-
belled as I, II and III) are shown. For each γ-ray light curve we
assign a weight “1” to the three fractional 8-h bins that consti-
tute the total 1-day bin with the highest flux and a weight “0”
to the other fractional bins. Combining the information derived
from the three light curves we can build a probability function
and estimate the fractional bin that corresponds with the highest
probability to the emission peak. In this way we estimated the
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Fig. 11. SSC fits of three different observations with simultaneous UVOT XRT and BAT data. Left panels show the SSC model, from top to bottom:
solid circles represent data from 2006 April 22, 2006 June 23, and 2006 July 15 Swift observations. Green triangles show Swift-XRT data on 2005
March 31 from Tramacere et al. (2007b). Solid grey polygons represent non-simultaneous EBL corrected TeV data. Solid gray squares represent
the high state on 2001 observed by Whipple, data from Albert et al. (2007). Solid gray diamonds represent the average 2004-2005 TeV spectrum
as observed by MAGIC (Albert et al. 2007). Solid gray right triangles represent the average spectrum from December 2005 to February 2006 as
observed by TACTIC (Yadav et al. 2007). The solid red triangle represents a Whipple observation on June 18, 19, 21 from Lichti et al. (2008), that
is very close in time to our 2006 June 23 data set. The solid lines represent the best fit by a SSC model to our simultaneous Swift observation, and
the dashed line is the best SSC fit to the Swift data on 03/31/2005. The dotted lines represent the modelling of the galaxy contribution by means
of black body spectral shape. Right panels show the electron distributions for the SSC models in the left panels. The solid lines in the right panels
represent the electron distributions for the best fit models of the three 2006 Swift observations, the dotted lines represent the extrapolation of the
LP branch of the LPPL distribution, and the dashed lines represent the electron distribution for the 2005 March 31 data.

Table 4. SSC best-fit model results for the 2006 Swift observations and using as electron distribution a log-parabola with a power-law low-energy
branch (Eq. (13)).

Date B R δ N(∗) r s γc(∗∗) γLP
p (∗ ∗ ∗) γmax γmin ue/ub

G cm cm−3

22-04-2006 0.1 2.1 × 1015 25 13.5 0.75 2.30 1.75 × 105 2.0 × 103 2.5 × 106 1.1 × 103 119
23-06-2006 0.1 2.1 × 1015 25 15.0 0.65 2.30 2.85 × 105 4.8 × 103 4.0 × 106 1.1 × 103 135
15-07-2006 0.1 2.1 × 1015 25 21.0 0.85 2.32 2.50 × 105 1.0 × 104 3.0 × 106 1.1 × 103 185

8. SED modelling and GeV/MeV predictions

We model the SEDs of three observations with simultaneous
XRT, BAT , and UVOT data, using a standard one-zone SSC sce-
nario. The only useful TeV data found in the literature are from
Whipple observations on June 18, 19, and 21 (Lichti et al. 2008).
Almost simultaneous only with the 06/23/2006 Swift pointing,
these data provide only the TeV flux, without giving a descrip-
tion of the spectrum. For this reason, they are only used to esti-
mate the TeV flux level during that pointing.

To estimate the spectral and flux range of variability, we
also plot Swift-XRT data from 2005 March 31 (Tramacere
et al. 2007a), and some TeV SEDs representing the source in

different flaring states (Albert et al. 2007; Yadav et al. 2007) (see
left panel of Fig. 11).

The 2006 SEDs that we want to model have a power-law
spectral dependence between the UVOT and XRT bands. As
described in Sect. 7, the most generic distribution accounting
for this spectral shape is a power-law at low energy with a log-
parabolic high-energy branch (Eq. (13)). In contrast, the 2005
March 31 SED can be modelled using a log-parabolic elec-
tron distribution that we express in terms of the peak energy as
(LPEP):

n(γ) = K 10−r (log(γ/γp))2
. (15)
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Table 4. Reduced χ2 values for the best fit spectra of Mkn 421
with a power law with exponential cutoff and a log-parabola for
the 1999-2000 observations.

Date PL+EC Log P d.o.f.
1999-05 4.16 1.11 141

I 1.57 1.11 111
II 3.22 1.14 111

III 2.51 1.06 111
IV 1.77 1.04 111

2000-04 13.11 1.06 152
H 8.13 1.01 152
F 8.21 1.06 152

2000-05 7.89 1.34 149
I 5.82 1.37 149
II 2.77 1.03 136

III 2.87 1.26 136
IV 2.14 0.87 136
V 1.67 1.00 121

5.2. The April 2000 observation

In spring 2000 Mkn 421 reached the highest brightness level
of all the BeppoSAX observations. The source was well de-
tectable in the PDS at energies higher than 100 keV and there-
fore we considered in our analysis the PDS 13–120 keV data.

The resulting χ2 for the entire observation (see Table 4)
was well acceptable and the corresponding log-parabolic SED
in shown in Fig. 7. The source spectrum in this high state was
very different from that observed in fainter states. In particular,

the spectral curvature b decreased to 0.21, and the peak energy
increased at about 3 keV.

From the light curve of Fig. 2 we see that the X-ray flux
of Mkn 421 was characterised by an approximately oscillating
behaviour with a typical amplitude of about 1.5, without promi-
nent flares. We selected then two data sets, useful for a more
detailed analysis, on the base of the count rate. All the events
in the time intervals during which the mean 2–10 keV MECS
count rate was higher than 7.5 ct/s were included in the High
state subset H, while the remaining events were in the Faint
subset F. The parameters of the log-parabolic best fits of these
two subsets are given in Table 5 and the corresponding SEDs
are plotted in Fig. 9.

Again spectral changes between the two states are rather
small: in particular the value of b was practically unchanged
while a changed by 0.08, implying an increase of the peak en-
ergy from 2.3 to 3.7 keV in the H state.

5.3. The May 2000 observation

During the last observation of May 2000 Mkn 421 was in a high
luminosity state. The spectral best fit for the entire data set was
evaluated using the same energy ranges for LECS and MECS
of April 2000 observation, while that of PDS was limited
at 70 keV. The resulting reduced χ2 is reported in Table 4.
The mean spectral continuum is very well described by the log-
parabolic law, as shown by the SED plotted in Fig. 7.

Also for this long pointing the spectral analysis was per-
formed in five shorter segments, selected on the basis of the
time features in the light curve of Fig. 3. Segment I, from
the beginning to 180 000 s, includes the first portion of the
light curve before the flare; segments II and III were taken
in the rising and decaying portions of the flare; segment IV
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Fig. 11. SSC fits of three different observations with simultaneous UVOT XRT and BAT data. Left panels show the SSC model, from top to bottom:
solid circles represent data from 2006 April 22, 2006 June 23, and 2006 July 15 Swift observations. Green triangles show Swift-XRT data on 2005
March 31 from Tramacere et al. (2007b). Solid grey polygons represent non-simultaneous EBL corrected TeV data. Solid gray squares represent
the high state on 2001 observed by Whipple, data from Albert et al. (2007). Solid gray diamonds represent the average 2004-2005 TeV spectrum
as observed by MAGIC (Albert et al. 2007). Solid gray right triangles represent the average spectrum from December 2005 to February 2006 as
observed by TACTIC (Yadav et al. 2007). The solid red triangle represents a Whipple observation on June 18, 19, 21 from Lichti et al. (2008), that
is very close in time to our 2006 June 23 data set. The solid lines represent the best fit by a SSC model to our simultaneous Swift observation, and
the dashed line is the best SSC fit to the Swift data on 03/31/2005. The dotted lines represent the modelling of the galaxy contribution by means
of black body spectral shape. Right panels show the electron distributions for the SSC models in the left panels. The solid lines in the right panels
represent the electron distributions for the best fit models of the three 2006 Swift observations, the dotted lines represent the extrapolation of the
LP branch of the LPPL distribution, and the dashed lines represent the electron distribution for the 2005 March 31 data.

Table 4. SSC best-fit model results for the 2006 Swift observations and using as electron distribution a log-parabola with a power-law low-energy
branch (Eq. (13)).

Date B R δ N(∗) r s γc(∗∗) γLP
p (∗ ∗ ∗) γmax γmin ue/ub

G cm cm−3

22-04-2006 0.1 2.1 × 1015 25 13.5 0.75 2.30 1.75 × 105 2.0 × 103 2.5 × 106 1.1 × 103 119
23-06-2006 0.1 2.1 × 1015 25 15.0 0.65 2.30 2.85 × 105 4.8 × 103 4.0 × 106 1.1 × 103 135
15-07-2006 0.1 2.1 × 1015 25 21.0 0.85 2.32 2.50 × 105 1.0 × 104 3.0 × 106 1.1 × 103 185

8. SED modelling and GeV/MeV predictions

We model the SEDs of three observations with simultaneous
XRT, BAT , and UVOT data, using a standard one-zone SSC sce-
nario. The only useful TeV data found in the literature are from
Whipple observations on June 18, 19, and 21 (Lichti et al. 2008).
Almost simultaneous only with the 06/23/2006 Swift pointing,
these data provide only the TeV flux, without giving a descrip-
tion of the spectrum. For this reason, they are only used to esti-
mate the TeV flux level during that pointing.

To estimate the spectral and flux range of variability, we
also plot Swift-XRT data from 2005 March 31 (Tramacere
et al. 2007a), and some TeV SEDs representing the source in

different flaring states (Albert et al. 2007; Yadav et al. 2007) (see
left panel of Fig. 11).

The 2006 SEDs that we want to model have a power-law
spectral dependence between the UVOT and XRT bands. As
described in Sect. 7, the most generic distribution accounting
for this spectral shape is a power-law at low energy with a log-
parabolic high-energy branch (Eq. (13)). In contrast, the 2005
March 31 SED can be modelled using a log-parabolic elec-
tron distribution that we express in terms of the peak energy as
(LPEP):

n(γ) = K 10−r (log(γ/γp))2
. (15)
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501 have found variations in ΠO by ±5% and in ψO by 50ο from one night 
to the next10. These apparently discrepant results can be reconciled if 
the turbulence of the plasma flowing through shocks in the jet is only 

intermittent, as has been found previously in other blazars23. One would 
also expect deviations of the observed ψ from the jet axis as one moves 
further away from the shock front into more turbulent regions of the 
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Fig. 2 | Multiwavelength and polarization archival observations of Mrk 501. 
a–d, Optical brightness (R-band, a), observed optical Π in per cent (b), observed 
optical ψ in degrees (c) and X-ray flux in ×10−10 erg s−1 cm−2 (d). The black and red 

dashed lines indicate the level of the source during the 8–10 March and 26–28 
March 2022 IXPE observations, respectively. The grey shaded area in c shows 
the direction of the jet axis. In all panels, the error bars denote the 68% CI.

12 14 16 18
log[Frequency (Hz)]

0

2

4

6

8

10

12

P
ol

ar
iz

at
io

n 
de

gr
ee

 (%
)

8–10 March
26–28 March

8–10 March 26–28 March

–0.3

–0.2

–0.1

0

0.1

0.2

0.3

0.4

0.5

Single-zone model
Multizone model of ref. 5

Multizone model of ref. 9

Energy-strati!ed model
8–10 March 2022
26–28 March 2022

a b

lo
g(

 
X/

 
O
)

Π
Π

Fig. 3 | Multiwavelength polarization of Mrk 501. a, Multiwavelength 
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energy-stratified models (grey shaded area) for both IXPE observations  
(black for 8–10 March and red for 26–28 March). The solid error bars show the 
ratio uncertainty from the IXPE measurements; the dotted error bars show the 
full uncertainty including optical uncertainties. In both panels, the error bars 
denote the 68% CI.
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come into contact, the jet flow is sheared because of transverse veloc-
ity gradients20. Shearing would stretch the magnetic field along the jet 
boundary, so that ψ is expected to be transverse to the jet direction. 
The simultaneous contribution of multiple current sheets will lead 
to an overall lower polarization than in a shock scenario, with similar 
levels of polarization across frequencies21. Our expectations from the 
different emission models are summarized in Table 1.

The first IXPE observation of Mrk 501 took place during the period 
8–10 March 2022 (100 ks, MJD 59646–59648) and was accompanied 
by observations across the electromagnetic spectrum from multiple 
observatories (Methods). IXPE measured a polarization degree of 
ΠX = 10 ± 2% and an electric vector position angle ψX = 134 ± 5ο (meas-
ured east of north) over the X-ray energy range of 2–8 keV. Contem-
poraneous millimetre-radio and optical observations (Extended Data 
Table 2) measured the degree of polarization ΠR = 1.5 ± 0.5% along a 

radio polarization angle ψR = 152 ± 10ο and ΠO = 4 ± 1% along an optical 
polarization angle ψO = 119 ± 9ο, respectively. A second IXPE obser-
vation took place during the period 26–28 March 2022 (86 ks, MJD 
59664–59667) yielding ΠX = 11 ± 2% along ψX = 115 ± 4ο. Simultaneously 
to the second observation, the optical polarization was measured as 
ΠO = 5 ± 1% along ψO = 117 ± 3ο(Extended Data Table 3). The two observed 
ψX are consistent within 3σ. The radio and optical ψ also lie within 3σ 
from each other and ψX. Moreover, the position angle of the jet of Mrk 
501 has been determined through Very Long Baseline Array imaging 
at 43 GHz to be 120 ± 12ο(ref. 22). This would suggest that, in both cases, 
radio-to-X-ray ψ is aligned with the jet axis within uncertainties (Fig. 1). 
We do not find evidence of polarization variability during either IXPE 
observation. Compared with the archival multiwavelength observa-
tions, we find the flux and polarization of Mrk 501 for both observations 
to be within one standard deviation of the median of the long-term 
light curves (Fig. 2). Blazars such as Mrk 501 are known to reach X-ray 
fluxes during outbursts as much as an order of magnitude higher. For 
the first IXPE observation the measured X-ray flux indicates an average 
activity state, whereas during the second observation we find evidence 
of a slightly elevated X-ray flux state. Compared with the historical 
maximum X-ray flux, during our observations Mrk 501 was a factor of 
three and a factor of two fainter, respectively.

The polarization measurements reported here reveal an increase in 
Π towards higher frequencies, with a degree of X-ray polarization that 
is more than twice the optical value (Fig. 3). This is in tension with the 
single-zone, turbulent multizone and magnetic reconnection models 
discussed above. There is no significant variability within the dura-
tion of the individual IXPE observations, in contrast to the predicted 
behaviour if turbulent cells moved in and out of the emission region 
on timescales of less than 2 days. On the other hand, the low (<10%) 
optical and X-ray polarization suggests significant disordering of the 
local magnetic field, possibly due to the presence of stationary turbu-
lence. The wavelength dependence and lack of variability of Π, plus the 
constancy of ψ and its alignment with the jet direction, supports the 
shock-accelerated energy-stratified electron population scenario4,19,21. 
Previous intensely sampled measurements of the polarization of Mrk 

Table 1 | Summary of model properties

Model Multiwavelength 
polarization

X-ray 
polarization 
variabilitya

X-ray 
polarization 
angle

Single zone Constantb Slow Any

Multizone Mildly chromatic High Any

Energy stratified 
(shock)

Strongly chromatic Slow Along the jet 
axis

Magnetic 
reconnection 
(kink instability)

Constant Moderate Perpendicular to 
the jet axis

Observed Strongly chromatic Slow Along the jet 
axis

 First, we find an increasing Π towards higher frequencies. Second, we do not find significant 
variability during the 2–3-day-long IXPE observations, and finally, we find a rough alignment 
of ψ with the jet axis from radio to X-rays. Therefore, a shock-accelerated, energy-stratified 
electron population model satisfies all our multiwavelength polarization observations. 
aSlow variability, a few days to a week; moderate variability, days; high variability, less than 1 day. 
bThere is a slight dependence on the slope of the emission spectrum.
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mrk 501, quiescent sate  iXPE recent results (nature 2022)

• polarization ~ 10%<< ~70% from 
ordered fields 

• hints for turbulence impacting on 
B structure 

• multi-zone vs single zone 
• B orthogonal to the jet axis 
• hadronic-leptonic discrimination 

(but VHE spectral signatures are 
mandatory to break degeneracy) 

• intrinsic difference between 
classes

3C279 (nature Fermi-LAT 2010)

3C279 (Zhang 2017)
IC pol<<S pol  
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blob expanding with a constant velocity. We can easily invert
this relation, and solve in terms of R

⇤:

R
⇤ = R0

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(8)

 =
p + 4

mB(p + 2) � 2
This equation allows to determine the time needed, starting from
texp, to move the initial ⌫0

S S A
to ⌫⇤

S S A
, that is actually time needed

to expand the source from an initial radius R0 to the radius R
⇤,

that is the rising time. In the blob rest frame will read:

trise = �tR0!R⇤ =
R
⇤ � R0

�expc
=

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(9)

The total delay will be given by the sum of texp and trise, i.e:

�t⌫0
S S A
!⌫⇤

S S A

= texp + trise = texp +
R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(10)

Finally, the adiabatic decay time,will be proportional to the adi-
abatic cooling time at R

⇤:

t
ad

decay
/ R

⇤

�expc
=

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(11)

It is relevant to notice that the decaying time will be a↵ected also
by the purely geometric factor, depending on B(t) and R(t). This
can be easily derived starting from the $delta-approximation for
the emitted synchrotron flux, and taking into account that, for
confined emitter, N0V(t) is constant:
⌫F⌫(t) / N0V(t)B(t)2 / B(t)2. (12)
Hence, the geometric decay time will scale as :

t
geom

decay
/
⇣⌫0

S S A

⌫⇤
S S A

⌘2(mB� )
(13)

Since it is di�cult to discriminate among all these e↵ects, in
particular with observed data (where the incertitude on the value
of R0 and � introduces a further level of complication), we will
use a in place of  a more generic term � that is not explicitly
related to mB and p:

tdecay / R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�
(14)

We can express these relations in the observer frame:

�t
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⌫0
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!⌫⇤
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t
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=

(1 + z)
�

R0
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⇣⌫0
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t
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(1 + z)
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h⇣⌫0
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⌘ � 1
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where ⌫obs=⌫ �
z+1 . If the light crossing times (R/c) are larger then

cooling times, we can substitute the observed timescale variabil-
ity t

obs

var
= (1+z)R0

�c in the equations above:

�t
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where t
obs

exp
= texp(1 + z)/�.

3. Self-consistent temporal evolution of an
expanding blob

To follow the evolution of the emitting particle distribution, and
the radiative fields, we use the JetTimeEvol class from the
jet_timedep module of JetSeT. This class allows to evolve
the particle distribution under the e↵ects of both cooling and ac-
celeration (both systematic and stochastic) process, and to ex-
tract SED, light curves at any given time. The code proceeds
through the numerical solution of a kinetic equation, following
the same approach as in Tramacere et al. (2011) based on the
employment of the quasi-linear approximation with the inclu-
sion of momentum di↵usion term (Ramaty 1979; Becker et al.
2006). The equation governing the temporal evolution of n(�) is
the Fokker-Planck (FP) equation that reads:

@n(�, t)
@t

=
@

@�

n
� [S (�, t) + DA(�, t)]n(�, t)

o
(17)

+
@

@�

n
Dp(�, t)

@n(�, t)
@�

o
� n(�, t)

Tesc(�)
� n(�, t)

Tad

+ Q(�, t).

The momentum di↵usion coe�cient Dp(�, t) and the average en-
ergy change term resulting from the momentum-di↵usion pro-
cess DA(�, t) = (2/�)Dp(�, t), represent the contribution from
a stochastic momentum-di↵usion acceleration mechanism The
systematic term S (�, t) = �C(�, t) + A(�, t) describes system-
atic energy loss (C) and/or gain (A), and Q(�, t) is the injection
term. n(�,t)

Tad

corresponds to the decrease in particle density due
to the expansion process, with Tad =

1
3

R(t)
�expc

(Gould 1975), and
n(�,t)

Tesc(�) represents the particle escape term. The injection function
Q(�in j, t) is normalised according to:

Lin j = Vacc

Z
�mec

2
Q(�, t)d� (erg/s), (18)

where Vacc is the volume of the acceleration region. The numer-
ical solution of the FP equation is obtained using the same ap-
proach of Tramacere et al. (2011), that is based on method pro-
posed by Chang & Cooper (1970) as described in Park & Pet-
rosian (1996).

3.1. setup of the simulation

We first generate a flaring event where both cooling and acceler-
ation processes act, in order to reproduce the typical SEDs and
lightcurves observed in HBLs. Then we follow the long-term
evolution under the e↵ects of radiative cooling and adiabatic ex-
pansion, setting a duration of the simulation long enough to fol-
low the particle evolution due to the expansion process. Both
for the flaring and log-term simulation, the time grid for the
solution of the FP equation is tuned to have a temporal mesh
at least two order of magnitude smaller then the shortest cool-
ing/acclearation time scale. We use an energy grid with 1500
points and 1  �  108. Since the total number of time steps
used in the FP numerical solution (Tsize) can be very large, a sub
sample of the time steps of the simulation (NUMS ET ) are stored
in arrays, and can be used to build both lightcurves and SEDs. In
the current simulation we have used NUMS ET = 200 for the flar-
ing stage, NUMS ET = 1000 for the long-term evolution, which
guarantee an adequate time sampling for lightcurves and spectral
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blob expanding with a constant velocity. We can easily invert
this relation, and solve in terms of R

⇤:

R
⇤ = R0

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(8)

 =
p + 4

mB(p + 2) � 2
This equation allows to determine the time needed, starting from
texp, to move the initial ⌫0

S S A
to ⌫⇤

S S A
, that is actually time needed

to expand the source from an initial radius R0 to the radius R
⇤,

that is the rising time. In the blob rest frame will read:

trise = �tR0!R⇤ =
R
⇤ � R0

�expc
=

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(9)

The total delay will be given by the sum of texp and trise, i.e:

�t⌫0
S S A
!⌫⇤

S S A

= texp + trise = texp +
R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(10)

Finally, the adiabatic decay time,will be proportional to the adi-
abatic cooling time at R

⇤:

t
ad

decay
/ R

⇤

�expc
=

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(11)

It is relevant to notice that the decaying time will be a↵ected also
by the purely geometric factor, depending on B(t) and R(t). This
can be easily derived starting from the $delta-approximation for
the emitted synchrotron flux, and taking into account that, for
confined emitter, N0V(t) is constant:
⌫F⌫(t) / N0V(t)B(t)2 / B(t)2. (12)
Hence, the geometric decay time will scale as :

t
geom

decay
/
⇣⌫0

S S A

⌫⇤
S S A

⌘2(mB� )
(13)

Since it is di�cult to discriminate among all these e↵ects, in
particular with observed data (where the incertitude on the value
of R0 and � introduces a further level of complication), we will
use a in place of  a more generic term � that is not explicitly
related to mB and p:

tdecay / R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�
(14)

We can express these relations in the observer frame:

�t
obs

⌫0
S S A
!⌫⇤

S S A

=
1 + z

�

h
t
blob

exp
+

R0

�expc

⇣⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
⌘i

(15)

t
obs

decayd
=

(1 + z)
�

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�

t
obs

rise
=

(1 + z)
�

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

where ⌫obs=⌫ �
z+1 . If the light crossing times (R/c) are larger then

cooling times, we can substitute the observed timescale variabil-
ity t

obs

var
= (1+z)R0

�c in the equations above:

�t
obs

⌫0,obs

S S A
!⌫⇤,obs

S S A

= t
obs

exp
+

t
obs

var

�exp

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(16)

t
obs

decay
=

t
obs

var

�exp

⇣⌫0
S S A

⌫⇤
S S A

⌘�

t
obs

rise
=

t
obs

var

�exp

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

where t
obs

exp
= texp(1 + z)/�.

3. Self-consistent temporal evolution of an
expanding blob

To follow the evolution of the emitting particle distribution, and
the radiative fields, we use the JetTimeEvol class from the
jet_timedep module of JetSeT. This class allows to evolve
the particle distribution under the e↵ects of both cooling and ac-
celeration (both systematic and stochastic) process, and to ex-
tract SED, light curves at any given time. The code proceeds
through the numerical solution of a kinetic equation, following
the same approach as in Tramacere et al. (2011) based on the
employment of the quasi-linear approximation with the inclu-
sion of momentum di↵usion term (Ramaty 1979; Becker et al.
2006). The equation governing the temporal evolution of n(�) is
the Fokker-Planck (FP) equation that reads:

@n(�, t)
@t

=
@

@�

n
� [S (�, t) + DA(�, t)]n(�, t)

o
(17)

+
@

@�

n
Dp(�, t)

@n(�, t)
@�

o
� n(�, t)

Tesc(�)
� n(�, t)

Tad

+ Q(�, t).

The momentum di↵usion coe�cient Dp(�, t) and the average en-
ergy change term resulting from the momentum-di↵usion pro-
cess DA(�, t) = (2/�)Dp(�, t), represent the contribution from
a stochastic momentum-di↵usion acceleration mechanism The
systematic term S (�, t) = �C(�, t) + A(�, t) describes system-
atic energy loss (C) and/or gain (A), and Q(�, t) is the injection
term. n(�,t)

Tad

corresponds to the decrease in particle density due
to the expansion process, with Tad =

1
3

R(t)
�expc

(Gould 1975), and
n(�,t)

Tesc(�) represents the particle escape term. The injection function
Q(�in j, t) is normalised according to:

Lin j = Vacc

Z
�mec

2
Q(�, t)d� (erg/s), (18)

where Vacc is the volume of the acceleration region. The numer-
ical solution of the FP equation is obtained using the same ap-
proach of Tramacere et al. (2011), that is based on method pro-
posed by Chang & Cooper (1970) as described in Park & Pet-
rosian (1996).

3.1. setup of the simulation

We first generate a flaring event where both cooling and acceler-
ation processes act, in order to reproduce the typical SEDs and
lightcurves observed in HBLs. Then we follow the long-term
evolution under the e↵ects of radiative cooling and adiabatic ex-
pansion, setting a duration of the simulation long enough to fol-
low the particle evolution due to the expansion process. Both
for the flaring and log-term simulation, the time grid for the
solution of the FP equation is tuned to have a temporal mesh
at least two order of magnitude smaller then the shortest cool-
ing/acclearation time scale. We use an energy grid with 1500
points and 1  �  108. Since the total number of time steps
used in the FP numerical solution (Tsize) can be very large, a sub
sample of the time steps of the simulation (NUMS ET ) are stored
in arrays, and can be used to build both lightcurves and SEDs. In
the current simulation we have used NUMS ET = 200 for the flar-
ing stage, NUMS ET = 1000 for the long-term evolution, which
guarantee an adequate time sampling for lightcurves and spectral
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where Dp(γ , t) is the momentum-diffusion coefficient,
DA(γ , t) = (2/γ )Dp(γ , t) is the average energy change term
resulting from the momentum-diffusion process, and S(γ , t) =
−C(γ , t) + A(γ , t) is an extra term describing systematic en-
ergy loss (C) and/or gain (A), and Q(γ , t) is the injection term.
In the standard diffusive shock acceleration scenario, there are
several possibilities for which one can expect that energy gain
fluctuations will occur, due to the momentum-diffusion term. In
particular, for the case of a turbulent magnetized medium, the
advection of particles toward the shock due to pitch angle scat-
tering may be accompanied by stochastic momentum-diffusion
mechanism. In this scenario, particles embedded in a magnetic
field with both an ordered (B0) and turbulent (δB) component,
exchange energy with resonant plasma waves, and the related
diffusion coefficient is determined by the spectrum of the plasma
waves. Following the approach of Becker et al. (2006), we de-
scribe the energy distribution W (k) in terms of the wave number
k = 2π/λ with a PL

W (k) = δB(k)2

8π
= δB(k0)2

8π

(
k

k0

)−q

, (12)

with q = 2 for the “hard-sphere” spectrum, q = 5/3 for
the Kolmogorov spectrum, and q = 3/2 for the Kraichnan
spectrum, the total energy density in the fluctuations being

UδB =
∫ kmax

k0

W (k)dk. (13)

Under these assumptions, the momentum-diffusion coefficient
reads (O’Sullivan et al. 2009)

Dp ≈ β2
A

(
δB

B0

)2 ( ρg

λmax

)q−1 p2c2

ρgc
, (14)

where βA = VA/c and VA is the Alfvén waves velocity,
ρg = pc/qB is the Larmor radius, and λmax is the maximum
wavelength of the Alfvén waves spectrum. The acceleration time
for particles with Lorentz factor γ , whose Larmor radii resonate
with one particular magnetic field turbulence length scale, is
dictated by the momentum-diffusion coefficient (Dp) as

tacc ≈ p2

Dp

= ρg(γ0)
cβ2

A

(
B2

0

δB2

)∣∣∣∣
γ0

(
γ

γ0

)2−q

. (15)

The spatial diffusion coefficient relates to the momentum-
diffusion coefficient through the relation, DxDp ≈ p2β2

A
(Skilling 1975), hence the escape time of the particles from the
acceleration region of size R depends on the spatial diffusion
coefficient through the relation

tesc ≈ R2

Dx

≈ R2

(cβA)2 tacc
. (16)

The coefficients in Equation (11), and their related timescales,
can be expressed as a PL in terms of the Lorentz factor (γ )






Dp(γ ) = Dp0

(
γ
γ0

)q

, tD = 1
Dp0

(
γ
γ0

)2−q

DA(γ ) = 2Dp0

(
γ
γ0

)q−1
, tDA = 1

2Dp0

(
γ
γ0

)2−q

A(γ ) = Ap0γ , tA = 1
A0

, (17)

where Dp0 and A0 have the dimension of the inverse of a time.
Analytical solutions of the diffusion equation for relativistic
electrons have frequently been discussed in the literature since
the early work by Kardashev (1962), in particular for the
case of the “hard-sphere” approximation. Neglecting the S and
Tesc terms in Equation (11), and using a mono-energetic and
instantaneous injection (n(γ , 0) = N0δ(γ − γ0)), the solution
of the diffusion equation is (Melrose 1969; Kardashev 1962)

n(γ , t) = N0

γ
√

4πDp0t
exp

{
− [ln(γ /γ0) − (Ap0 − Dp0)t]2

4Dp0t

}
,

(18)
i.e., a log-parabolic distribution, whose curvature term is

r = ce

4Dp0t
∝ 1

Dp0t
. (19)

This result is fully consistent with that found in the statistical
description; indeed, Equations (18) and (8) have the same
functional form in both the statistical and in the diffusion
equation scenario, with t playing the role of ns, Dp0 the role
of the variance of the energy gain (σ 2

ε ), and Ap0 the role of
log ε̄. Hence we can write

Dp0 ∝
(σε

ε̄

)2
. (20)

It is interesting to note that in the case of the “hard-sphere”
approximation, the curvature term is simply dictated by the
ratio of the diffusive acceleration time (tD) to the evolution
time (t).

3. NUMERICAL APPROACH: MONTE CARLO
SIMULATION WITH MAGNETIC TURBULENCE

In this section, we demonstrate explicitly how the introduction
of energy fluctuations leads to curved spectral distributions of
particles. This is carried out using an MC approach.

In our simulations, we considered 105 particles injected into
the system with a cold mono-energetic distribution of Lorentz
factors, with γ0 = 1. To compare these results with the ones
presented in Section 2, we remind the reader that in the MC
approach, the duration of the acceleration process t is the
equivalent of the number of acceleration steps (ns) used in
the statistical picture and that the probability of the particle
to be upscattered or downscattered in the MC realizations
can be expressed in the statistical approach as P (ε > 1)
and P (ε < 1), respectively. The scattering probability of the
particles is dictated by the intensity of resonant waves in the
turbulent magnetic power spectrum. As a working hypothesis,
we assume that particles interact with a turbulent magnetic field
whose power spectrum is expressed by Equation (12). In each
scattering, the particles have a probability of (1 + βA)/2 of
being upscattered and a probability of (1 − βA)/2 of being
downscattered. The energy dispersion of the particle due to
resonant scattering with Alfvén waves will be 〈∆E2〉 ∝ (EβA)2t ,
where E = mec

2γ . Using the very good approximation for
the variance of the product of n uncorrelated random variables
(Goodman 1962)

σ 2(Πxi) = Π〈xi〉2Σ
(

σ 2
xi

〈xi〉2

)

(21)
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for the number of steps undergone by a particle is given
by a Poisson law, it is possible to show that the energy
distribution follows a log-parabola whose curvature term
depends on the inverse of the mean number of steps mul-
tiplied by the duration of the acceleration process.

2.2. Diffusion equation approach

The above statistical description provides an intuitive
link between the curvature in the energy distribution of
accelerated particles and the presence of a randomiza-
tion process, such as the dispersion in the energy gain or
in the number of acceleration steps. However, this ap-
proach does not give a complete physical description of
the processes responsible for the systematic and stochas-
tic energy gain, ignoring other physical processes, such
as the radiative cooling and injection rates, or the accel-
eration energy dependence, necessary to give a complete
description of the particles energy distribution evolution.
A physical self-consistent description of stochastic accel-
eration in a time-dependent fashion, can be achieved
through a kinetic equation approach. Employing the
quasi-linear approximation with the inclusion of momen-
tum diffusion term (Ramaty 1979; Becker et al. 2006),
the equation governing the temporal evolution of n(γ)
is:
∂n(γ, t)

∂t
=

∂

∂γ

{

− [S(γ, t) +DA(γ, t)]n(γ, t)
}

(11)

+
∂

∂γ

{

Dp(γ, t)
∂n(γ, t)

∂γ

}

−
n(γ, t)

Tesc(γ)
+Q(γ, t)

where Dp(γ, t) is the momentum diffusion coefficient,
DA(γ, t) = (2/γ)Dp(γ, t) is the average energy change
term resulting from the momentum-diffusion process,
and S(γ, t) = −C(γ, t) + A(γ, t) is an extra term de-
scribing systematic energy loss (C) and/or gain (A), and
Q(γ, t) is the injection term. In the standard diffusive
shock acceleration scenario, there are several possibilities
for which one can expect that energy gain fluctuations
will occur, due to the momentum diffusion term. In par-
ticular, for the case of a turbulent magnetized medium,
the advection of particles towards the shock due to pitch
angle scattering may be accompanied by stochastic mo-
mentum diffusion mechanism. In this scenario, parti-
cles embedded in a magnetic field with both an ordered
(B0) and turbulent (δB) component, exchange energy
with resonant plasma waves, and the related diffusion
coefficient is determined by the spectrum of the plasma
waves. Following the approach of Becker et al. (2006)
we describe the energy distribution W (k) in terms of the
wave number k = 2π/λ with a power-law :

W (k) =
δB(k)2

8π
=

δB(k0)2

8π

(

k

k0

)

−q

. (12)

with q = 2 for the “hard-sphere” spectrum, q = 5/3 for
the Kolmogorov spectrum, and q = 3/2 for the Kraich-
nan spectrum, the total energy density in the fluctuations
being

UδB =

∫ kmax

k0

W (k)dk . (13)

Under these assumptions the momentum-diffusion coef-
ficient reads (O’Sullivan et al. 2009):

Dp ≈ β2
A

(δB

B0

)2( ρg
λmax

)q−1 p2c2

ρgc
(14)

where βA = VA/c and VA is the Alfven waves velocity,
ρg = pc/qB is the Larmor radius, and λmax is the maxi-
mum wavelength of the Alfven waves spectrum. The ac-
celeration time for particles with Lorentz factor γ, whose
Larmor radii resonate with one particular magnetic field
turbulence length-scale, is dictated by the momentum
diffusion coefficient (Dp) as,

tacc ≈
p2

Dp
=

ρg(γ0)

c β2
A

(

B2
0

δB2

)
∣

∣

∣

∣

γ0

(

γ

γ0

)2−q

. (15)

The spatial diffusion coefficient relates to the momentum
diffusion coefficient through the relation, DxDp ≈ p2β2

A
(Skilling 1975), hence the escape time of the particles
from the acceleration region of size R, depends on the
spatial diffusion coefficient through the relation,

tesc ≈
R2

Dx
≈

R2

(cβA)
2 tacc

. (16)

The coefficients in Eq. 12, and their related time scales,
can be expressed as a power-law in terms of the Lorentz
factor (γ):



















Dp(γ) = Dp0

(

γ
γ0

)q

, tD = 1
Dp0

(

γ
γ0

)2−q

DA(γ) = 2Dp0

(

γ
γ0

)q−1
, tDA = 1

2Dp0

(

γ
γ0

)2−q

A(γ) = Ap0γ, tA = 1
A0

(17)
where Dp0, and A0 have the dimension of the inverse
of a time. Analytical solutions of the diffusion equa-
tion for relativistic electrons are frequently discussed in
the literature since the early work by Kardashev (1962),
in particular for the case of the “hard-sphere” approx-
imation. Neglecting the S and Tesc terms in Eq. 12,
and using a mono-energetic and instantaneous injection
(n(γ, 0) = N0δ(γ − γ0)), the solution of the diffusion
equation is (Melrose 1969; Kardashev 1962):

n(γ, t) =
N0

γ
√

4πDp0t
exp

{

−
[ln(γ/γ0)− (Ap0 −Dp0)t]2

4Dp0t

}

,

(18)
ie. a log-parabolic distribution, whose curvature term is:

r =
ce

4Dp0 t
∝

1

Dp0t
(19)

This result is fully consistent with that found in the sta-
tistical description, indeed Eq. 18 and Eq. 8 have the
same functional form in both the statistical and in the
diffusion equation scenario, with t playing the role of ns,
Dp0 the role of the variance of the energy gain (σ2

ε), and
Ap0 the role of log ε̄. Hence we can write:

Dp0 ∝
(σε

ε̄

)2
(20)

It is interesting to note, that in the case of the “hard-
sphere” approximation, the curvature term is simply
dictated by the ratio of the diffusive acceleration time
(tD) to the evolution time (t).
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Appendix A: JetSeT temporal evolution

The cooling terms are given by:

|�̇synch| =
4�T c

3mec2 �
2
UB = C0�

2
UB (A.1)

|�̇IC | =
4�T c

3mec2 �
2
Z

fKN(4�✏0)✏0nph(✏0)d✏0 = C0�
2
FKN(�)

|�̇ad | =
1
3

V̇

V
� =

Ṙ(t)
R(t)
� =
�expc

R(t)
�

C(�) = |�̇synch| + |�̇IC | + |�̇ad |

where UB = B
2/8⇡, is the energy density of the magnetic field,

✏0 = h⌫0/mec
2 is the IC seed photon energy in units of mec

2,
nph(✏0) is the number density of IC seed photons with the corre-
sponding photon energy density Uph = mec

2
R
✏0nph(✏0)d✏0. The

function fKN results from the analytical integration of the Jones
(1968) Compton kernel, fully taking into account Klein-Nishina
(KN) e↵ects for an isotropic seed photon field (see Moderski
et al. 2005, appendix C), and FKN(�) represents its convolution
with the seed photon field. We remark that FKN plays a crucial
role in the cooling process, depending both on the IC regime
(Thomson (TH) limit for 4�✏0 << 1, KN limit for 4�✏0 >> 1),
and on ✏0nph(✏0) / B

2/R2. The acceleration terms in Eq. 17,
and their related time scales, can be expressed as a power-law in

terms of the Lorentz factor (�):
8>>>>>><
>>>>>>:

Dp(�) = Dp0
⇣
�
�0

⌘q
, tD =

1
Dp0

⇣
�
�0

⌘2�q

DA(�) = 2Dp0
⇣
�
�0

⌘q�1
, tDA =

1
2Dp0

⇣
�
�0

⌘2�q

A(�) = Ap0�, tA =
1

A0

(A.2)
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where Dp(γ , t) is the momentum-diffusion coefficient,
DA(γ , t) = (2/γ )Dp(γ , t) is the average energy change term
resulting from the momentum-diffusion process, and S(γ , t) =
−C(γ , t) + A(γ , t) is an extra term describing systematic en-
ergy loss (C) and/or gain (A), and Q(γ , t) is the injection term.
In the standard diffusive shock acceleration scenario, there are
several possibilities for which one can expect that energy gain
fluctuations will occur, due to the momentum-diffusion term. In
particular, for the case of a turbulent magnetized medium, the
advection of particles toward the shock due to pitch angle scat-
tering may be accompanied by stochastic momentum-diffusion
mechanism. In this scenario, particles embedded in a magnetic
field with both an ordered (B0) and turbulent (δB) component,
exchange energy with resonant plasma waves, and the related
diffusion coefficient is determined by the spectrum of the plasma
waves. Following the approach of Becker et al. (2006), we de-
scribe the energy distribution W (k) in terms of the wave number
k = 2π/λ with a PL

W (k) = δB(k)2

8π
= δB(k0)2

8π

(
k

k0

)−q

, (12)

with q = 2 for the “hard-sphere” spectrum, q = 5/3 for
the Kolmogorov spectrum, and q = 3/2 for the Kraichnan
spectrum, the total energy density in the fluctuations being

UδB =
∫ kmax

k0

W (k)dk. (13)

Under these assumptions, the momentum-diffusion coefficient
reads (O’Sullivan et al. 2009)

Dp ≈ β2
A

(
δB

B0

)2 ( ρg

λmax

)q−1 p2c2

ρgc
, (14)

where βA = VA/c and VA is the Alfvén waves velocity,
ρg = pc/qB is the Larmor radius, and λmax is the maximum
wavelength of the Alfvén waves spectrum. The acceleration time
for particles with Lorentz factor γ , whose Larmor radii resonate
with one particular magnetic field turbulence length scale, is
dictated by the momentum-diffusion coefficient (Dp) as

tacc ≈ p2

Dp

= ρg(γ0)
cβ2

A

(
B2

0

δB2

)∣∣∣∣
γ0

(
γ

γ0

)2−q

. (15)

The spatial diffusion coefficient relates to the momentum-
diffusion coefficient through the relation, DxDp ≈ p2β2

A
(Skilling 1975), hence the escape time of the particles from the
acceleration region of size R depends on the spatial diffusion
coefficient through the relation

tesc ≈ R2

Dx

≈ R2

(cβA)2 tacc
. (16)

The coefficients in Equation (11), and their related timescales,
can be expressed as a PL in terms of the Lorentz factor (γ )






Dp(γ ) = Dp0

(
γ
γ0

)q

, tD = 1
Dp0

(
γ
γ0

)2−q

DA(γ ) = 2Dp0

(
γ
γ0

)q−1
, tDA = 1

2Dp0

(
γ
γ0

)2−q

A(γ ) = Ap0γ , tA = 1
A0

, (17)

where Dp0 and A0 have the dimension of the inverse of a time.
Analytical solutions of the diffusion equation for relativistic
electrons have frequently been discussed in the literature since
the early work by Kardashev (1962), in particular for the
case of the “hard-sphere” approximation. Neglecting the S and
Tesc terms in Equation (11), and using a mono-energetic and
instantaneous injection (n(γ , 0) = N0δ(γ − γ0)), the solution
of the diffusion equation is (Melrose 1969; Kardashev 1962)

n(γ , t) = N0

γ
√

4πDp0t
exp

{
− [ln(γ /γ0) − (Ap0 − Dp0)t]2

4Dp0t

}
,

(18)
i.e., a log-parabolic distribution, whose curvature term is

r = ce

4Dp0t
∝ 1

Dp0t
. (19)

This result is fully consistent with that found in the statistical
description; indeed, Equations (18) and (8) have the same
functional form in both the statistical and in the diffusion
equation scenario, with t playing the role of ns, Dp0 the role
of the variance of the energy gain (σ 2

ε ), and Ap0 the role of
log ε̄. Hence we can write

Dp0 ∝
(σε

ε̄

)2
. (20)

It is interesting to note that in the case of the “hard-sphere”
approximation, the curvature term is simply dictated by the
ratio of the diffusive acceleration time (tD) to the evolution
time (t).

3. NUMERICAL APPROACH: MONTE CARLO
SIMULATION WITH MAGNETIC TURBULENCE

In this section, we demonstrate explicitly how the introduction
of energy fluctuations leads to curved spectral distributions of
particles. This is carried out using an MC approach.

In our simulations, we considered 105 particles injected into
the system with a cold mono-energetic distribution of Lorentz
factors, with γ0 = 1. To compare these results with the ones
presented in Section 2, we remind the reader that in the MC
approach, the duration of the acceleration process t is the
equivalent of the number of acceleration steps (ns) used in
the statistical picture and that the probability of the particle
to be upscattered or downscattered in the MC realizations
can be expressed in the statistical approach as P (ε > 1)
and P (ε < 1), respectively. The scattering probability of the
particles is dictated by the intensity of resonant waves in the
turbulent magnetic power spectrum. As a working hypothesis,
we assume that particles interact with a turbulent magnetic field
whose power spectrum is expressed by Equation (12). In each
scattering, the particles have a probability of (1 + βA)/2 of
being upscattered and a probability of (1 − βA)/2 of being
downscattered. The energy dispersion of the particle due to
resonant scattering with Alfvén waves will be 〈∆E2〉 ∝ (EβA)2t ,
where E = mec

2γ . Using the very good approximation for
the variance of the product of n uncorrelated random variables
(Goodman 1962)

σ 2(Πxi) = Π〈xi〉2Σ
(

σ 2
xi

〈xi〉2

)

(21)

3

here we add adiabatic cooling

(t=time elapsed from the expansion)
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Appendix A: JetSeT temporal evolution

The cooling terms are given by:

|�̇synch| =
4�T c

3mec2 �
2
UB = C0�

2
UB (A.1)

|�̇IC | =
4�T c

3mec2 �
2
Z

fKN(4�✏0)✏0nph(✏0)d✏0 = C0�
2
FKN(�)

|�̇ad | =
1
3

V̇

V
� =

Ṙ(t)
R(t)
� =
�expc

R(t)
�

C(�) = |�̇synch| + |�̇IC | + |�̇ad |

where UB = B
2/8⇡, is the energy density of the magnetic field,

✏0 = h⌫0/mec
2 is the IC seed photon energy in units of mec

2,
nph(✏0) is the number density of IC seed photons with the corre-
sponding photon energy density Uph = mec

2
R
✏0nph(✏0)d✏0. The

function fKN results from the analytical integration of the Jones
(1968) Compton kernel, fully taking into account Klein-Nishina
(KN) e↵ects for an isotropic seed photon field (see Moderski
et al. 2005, appendix C), and FKN(�) represents its convolution
with the seed photon field. We remark that FKN plays a crucial
role in the cooling process, depending both on the IC regime
(Thomson (TH) limit for 4�✏0 << 1, KN limit for 4�✏0 >> 1),
and on ✏0nph(✏0) / B

2/R2. The acceleration terms in Eq. 17,
and their related time scales, can be expressed as a power-law in

terms of the Lorentz factor (�):
8>>>>>><
>>>>>>:

Dp(�) = Dp0
⇣
�
�0

⌘q
, tD =

1
Dp0

⇣
�
�0

⌘2�q

DA(�) = 2Dp0
⇣
�
�0

⌘q�1
, tDA =

1
2Dp0

⇣
�
�0

⌘2�q

A(�) = Ap0�, tA =
1

A0

(A.2)
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blob expanding with a constant velocity. We can easily invert
this relation, and solve in terms of R

⇤:

R
⇤ = R0

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(8)

 =
p + 4

mB(p + 2) � 2
This equation allows to determine the time needed, starting from
texp, to move the initial ⌫0

S S A
to ⌫⇤

S S A
, that is actually time needed

to expand the source from an initial radius R0 to the radius R
⇤,

that is the rising time. In the blob rest frame will read:

trise = �tR0!R⇤ =
R
⇤ � R0

�expc
=

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(9)

The total delay will be given by the sum of texp and trise, i.e:

�t⌫0
S S A
!⌫⇤

S S A

= texp + trise = texp +
R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(10)

Finally, the adiabatic decay time,will be proportional to the adi-
abatic cooling time at R

⇤:

t
ad

decay
/ R

⇤

�expc
=

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(11)

It is relevant to notice that the decaying time will be a↵ected also
by the purely geometric factor, depending on B(t) and R(t). This
can be easily derived starting from the $delta-approximation for
the emitted synchrotron flux, and taking into account that, for
confined emitter, N0V(t) is constant:
⌫F⌫(t) / N0V(t)B(t)2 / B(t)2. (12)
Hence, the geometric decay time will scale as :

t
geom

decay
/
⇣⌫0

S S A

⌫⇤
S S A

⌘2(mB� )
(13)

Since it is di�cult to discriminate among all these e↵ects, in
particular with observed data (where the incertitude on the value
of R0 and � introduces a further level of complication), we will
use a in place of  a more generic term � that is not explicitly
related to mB and p:

tdecay / R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�
(14)

We can express these relations in the observer frame:

�t
obs

⌫0
S S A
!⌫⇤

S S A

=
1 + z

�

h
t
blob

exp
+

R0

�expc

⇣⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
⌘i

(15)

t
obs

decayd
=

(1 + z)
�

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�

t
obs

rise
=

(1 + z)
�

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

where ⌫obs=⌫ �
z+1 . If the light crossing times (R/c) are larger then

cooling times, we can substitute the observed timescale variabil-
ity t

obs

var
= (1+z)R0

�c in the equations above:

�t
obs

⌫0,obs

S S A
!⌫⇤,obs

S S A

= t
obs

exp
+

t
obs

var

�exp

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(16)

t
obs

decay
=

t
obs

var

�exp

⇣⌫0
S S A

⌫⇤
S S A

⌘�

t
obs

rise
=

t
obs

var

�exp

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

where t
obs

exp
= texp(1 + z)/�.

3. Self-consistent temporal evolution of an
expanding blob

To follow the evolution of the emitting particle distribution, and
the radiative fields, we use the JetTimeEvol class from the
jet_timedep module of JetSeT. This class allows to evolve
the particle distribution under the e↵ects of both cooling and ac-
celeration (both systematic and stochastic) process, and to ex-
tract SED, light curves at any given time. The code proceeds
through the numerical solution of a kinetic equation, following
the same approach as in Tramacere et al. (2011) based on the
employment of the quasi-linear approximation with the inclu-
sion of momentum di↵usion term (Ramaty 1979; Becker et al.
2006). The equation governing the temporal evolution of n(�) is
the Fokker-Planck (FP) equation that reads:

@n(�, t)
@t

=
@

@�

n
� [S (�, t) + DA(�, t)]n(�, t)

o
(17)

+
@

@�

n
Dp(�, t)

@n(�, t)
@�

o
� n(�, t)

Tesc(�)
� n(�, t)

Tad

+ Q(�, t).

The momentum di↵usion coe�cient Dp(�, t) and the average en-
ergy change term resulting from the momentum-di↵usion pro-
cess DA(�, t) = (2/�)Dp(�, t), represent the contribution from
a stochastic momentum-di↵usion acceleration mechanism The
systematic term S (�, t) = �C(�, t) + A(�, t) describes system-
atic energy loss (C) and/or gain (A), and Q(�, t) is the injection
term. n(�,t)

Tad

corresponds to the decrease in particle density due
to the expansion process, with Tad =

1
3

R(t)
�expc

(Gould 1975), and
n(�,t)

Tesc(�) represents the particle escape term. The injection function
Q(�in j, t) is normalised according to:

Lin j = Vacc

Z
�mec

2
Q(�, t)d� (erg/s), (18)

where Vacc is the volume of the acceleration region. The numer-
ical solution of the FP equation is obtained using the same ap-
proach of Tramacere et al. (2011), that is based on method pro-
posed by Chang & Cooper (1970) as described in Park & Pet-
rosian (1996).

3.1. setup of the simulation

We first generate a flaring event where both cooling and acceler-
ation processes act, in order to reproduce the typical SEDs and
lightcurves observed in HBLs. Then we follow the long-term
evolution under the e↵ects of radiative cooling and adiabatic ex-
pansion, setting a duration of the simulation long enough to fol-
low the particle evolution due to the expansion process. Both
for the flaring and log-term simulation, the time grid for the
solution of the FP equation is tuned to have a temporal mesh
at least two order of magnitude smaller then the shortest cool-
ing/acclearation time scale. We use an energy grid with 1500
points and 1  �  108. Since the total number of time steps
used in the FP numerical solution (Tsize) can be very large, a sub
sample of the time steps of the simulation (NUMS ET ) are stored
in arrays, and can be used to build both lightcurves and SEDs. In
the current simulation we have used NUMS ET = 200 for the flar-
ing stage, NUMS ET = 1000 for the long-term evolution, which
guarantee an adequate time sampling for lightcurves and spectral
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blob expanding with a constant velocity. We can easily invert
this relation, and solve in terms of R

⇤:

R
⇤ = R0

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(8)

 =
p + 4

mB(p + 2) � 2
This equation allows to determine the time needed, starting from
texp, to move the initial ⌫0

S S A
to ⌫⇤

S S A
, that is actually time needed

to expand the source from an initial radius R0 to the radius R
⇤,

that is the rising time. In the blob rest frame will read:

trise = �tR0!R⇤ =
R
⇤ � R0

�expc
=

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(9)

The total delay will be given by the sum of texp and trise, i.e:

�t⌫0
S S A
!⌫⇤

S S A

= texp + trise = texp +
R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(10)

Finally, the adiabatic decay time,will be proportional to the adi-
abatic cooling time at R

⇤:

t
ad

decay
/ R

⇤

�expc
=

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(11)

It is relevant to notice that the decaying time will be a↵ected also
by the purely geometric factor, depending on B(t) and R(t). This
can be easily derived starting from the $delta-approximation for
the emitted synchrotron flux, and taking into account that, for
confined emitter, N0V(t) is constant:
⌫F⌫(t) / N0V(t)B(t)2 / B(t)2. (12)
Hence, the geometric decay time will scale as :

t
geom

decay
/
⇣⌫0

S S A

⌫⇤
S S A

⌘2(mB� )
(13)

Since it is di�cult to discriminate among all these e↵ects, in
particular with observed data (where the incertitude on the value
of R0 and � introduces a further level of complication), we will
use a in place of  a more generic term � that is not explicitly
related to mB and p:

tdecay / R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�
(14)

We can express these relations in the observer frame:

�t
obs

⌫0
S S A
!⌫⇤

S S A

=
1 + z

�

h
t
blob

exp
+

R0

�expc

⇣⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
⌘i

(15)

t
obs

decayd
=

(1 + z)
�

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�

t
obs

rise
=

(1 + z)
�

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

where ⌫obs=⌫ �
z+1 . If the light crossing times (R/c) are larger then

cooling times, we can substitute the observed timescale variabil-
ity t

obs

var
= (1+z)R0

�c in the equations above:

�t
obs

⌫0,obs

S S A
!⌫⇤,obs

S S A

= t
obs

exp
+

t
obs

var

�exp

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(16)

t
obs

decay
=

t
obs

var

�exp

⇣⌫0
S S A

⌫⇤
S S A

⌘�

t
obs

rise
=

t
obs

var

�exp

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
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where t
obs

exp
= texp(1 + z)/�.

3. Self-consistent temporal evolution of an
expanding blob

To follow the evolution of the emitting particle distribution, and
the radiative fields, we use the JetTimeEvol class from the
jet_timedep module of JetSeT. This class allows to evolve
the particle distribution under the e↵ects of both cooling and ac-
celeration (both systematic and stochastic) process, and to ex-
tract SED, light curves at any given time. The code proceeds
through the numerical solution of a kinetic equation, following
the same approach as in Tramacere et al. (2011) based on the
employment of the quasi-linear approximation with the inclu-
sion of momentum di↵usion term (Ramaty 1979; Becker et al.
2006). The equation governing the temporal evolution of n(�) is
the Fokker-Planck (FP) equation that reads:

@n(�, t)
@t

=
@

@�

n
� [S (�, t) + DA(�, t)]n(�, t)

o
(17)

+
@

@�

n
Dp(�, t)

@n(�, t)
@�

o
� n(�, t)

Tesc(�)
� n(�, t)

Tad

+ Q(�, t).

The momentum di↵usion coe�cient Dp(�, t) and the average en-
ergy change term resulting from the momentum-di↵usion pro-
cess DA(�, t) = (2/�)Dp(�, t), represent the contribution from
a stochastic momentum-di↵usion acceleration mechanism The
systematic term S (�, t) = �C(�, t) + A(�, t) describes system-
atic energy loss (C) and/or gain (A), and Q(�, t) is the injection
term. n(�,t)

Tad

corresponds to the decrease in particle density due
to the expansion process, with Tad =

1
3

R(t)
�expc

(Gould 1975), and
n(�,t)

Tesc(�) represents the particle escape term. The injection function
Q(�in j, t) is normalised according to:

Lin j = Vacc

Z
�mec

2
Q(�, t)d� (erg/s), (18)

where Vacc is the volume of the acceleration region. The numer-
ical solution of the FP equation is obtained using the same ap-
proach of Tramacere et al. (2011), that is based on method pro-
posed by Chang & Cooper (1970) as described in Park & Pet-
rosian (1996).

3.1. setup of the simulation

We first generate a flaring event where both cooling and acceler-
ation processes act, in order to reproduce the typical SEDs and
lightcurves observed in HBLs. Then we follow the long-term
evolution under the e↵ects of radiative cooling and adiabatic ex-
pansion, setting a duration of the simulation long enough to fol-
low the particle evolution due to the expansion process. Both
for the flaring and log-term simulation, the time grid for the
solution of the FP equation is tuned to have a temporal mesh
at least two order of magnitude smaller then the shortest cool-
ing/acclearation time scale. We use an energy grid with 1500
points and 1  �  108. Since the total number of time steps
used in the FP numerical solution (Tsize) can be very large, a sub
sample of the time steps of the simulation (NUMS ET ) are stored
in arrays, and can be used to build both lightcurves and SEDs. In
the current simulation we have used NUMS ET = 200 for the flar-
ing stage, NUMS ET = 1000 for the long-term evolution, which
guarantee an adequate time sampling for lightcurves and spectral
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Fig. 3: Left panel: SEDs corresponding to the simulation of the flaring state, for the radiative region. The dashed green line
corresponds to the earliest of the SEDs stored by the code, the blue lines correspond to the period when the injection, acceleration,
and radiative process are active, and the red lines correspond to the period when only the radiative processes are active. The times
reported in the label are in the blob frame. Right panel: Same as in left panel, but for the electron energy distribution in the radiative
region.

ning of the expansion (B0 and R0). Hence, we only extrapolate
the evolution of B according to mB and R(t) from the beginning
of the expansion process. We adopte this approximation for the
current approach because we are mostly interested in the deter-
mination of the radio-� response in terms of delay and expan-
sion velocity, and are not interested in investigating the jet struc-
ture before the flaring site. Nevertheless, our model can be easily
generalised to a generic conical jet geometry simply by replac-
ing the temporal law R(t) in order to follow the jet cross-section
as a function of the jet opening angle and of the distance from
the BH, setting a scaling parameter z(t) = RH(t)/RH0, and then
expressing R(t) = R0z(t)mR , and B(t) = B0z(t)�mBmR , where the
expansion index of the jet mR is assumed to be 2 [0, 1]. In the
ballistic case (mR = 1, Kaiser 2006) the initial opening angle of
the jet will be given by tan ✓0 = R0/RH0, and will change with
z according to tan (✓(z)) = tan (✓0)(RH(t)/RH0)mR�1, i.e. will be
constant.

Both for the flaring and long-term (expansion) simulations,
the time grid for the solution of the FP equation is tuned to have a
temporal mesh at least two orders of magnitude smaller than the
shortest cooling and acceleration timescale. We use an energy
grid with 1500 points and 1  �  108. As the total number of
time steps used in the FP numerical solution (Tsize) can be very
large, a subsample of the time steps of the simulation (NUMS ET )
is stored in arrays, and can be used to build both light curves and
SEDs. In the current simulation, we use NUMS ET = 200 for the
flaring stage and NUMS ET 2 [1000, 5000] for the long-term evo-
lution, depending on the duration of the simulation. This guar-
antees an adequate time sampling for light curves and spectral
evolution. SEDs are computed from the stored electron distribu-
tions, and from the blob parameters (according to their tempo-
ral evolution). In our case, the blob variable parameters are the
source radius (R) and magnetic field (B), which evolve accord-
ing to Equations 1 and 2, respectively. Light curves are obtained
by integrating SEDs between two frequencies, or as monochro-
matic. The code o↵ers the possibility to convolve the light curves
with the light-crossing time. In the present analysis, we skip this
option because, as shown in section 2, the light-crossing time
is always shorter than the other competing timescales. This ap-

proximation used in the current approach will be removed in a
forthcoming paper, where it will be treated accurately. We also
decided to use a constant bulk Lorentz factor. We tested and ver-
ified that, for the current scope of the simulations, the di↵erence
between enabling and disabling the IC cooling is negligible, and
therefore to speed up the computational time we use only syn-
chrotron cooling for the radiative terms.

3.2. Flare simulation

To generate the flaring event, we use the JetTimeEvol config-
uration with a separated acceleration and radiative region. With
this configuration, particles are injected into the acceleration re-
gion (AR), and then di↵used toward the radiative region (RR)
for a timescale corresponding to the flare duration. We set the
parameters for the flaring stage in order to reproduce the typi-
cal SED of HBLs, according to Tramacere et al. (2011). We as-
sume that both radiative and first and second-order acceleration
processes, occur in the AR, whilst in the RR region, we only
take cooling processes into account. Particles are injected in the
AR with a quasi-monoenergetic distribution, normalised accord-
ing to Equation 19. This initial distribution evolves under the
e↵ect of radiative and accelerative mechanisms, leading to the
formation of a distribution with a low-energy power-law branch
that bends close to the equilibrium energy. The high-energy
branch exhibits a log-parabolic shape during the acceleration-
dominated stage, and approaches a relativistic Maxwellian cut-
o↵ at the equilibrium. The spectral index of the low-energy
power law is dictated by the ratio of the first-order accelera-
tion timescale to the escape time from the acceleration region,
whilst the curvature during the acceleration-dominated stage is
dictated by the momentum di↵usion term. The acceleration re-
gion is modelled as a cylindrical shell with a radius equal to
the radiative region, and we assume a ten times smaller width.
Particles leaving the acceleration region (shock front) enter the
radiative region with a rate derived for the escape probability
Pescape(�tmesh) = 1�exp�tmesh/Tesc (Park & Petrosian 1996), where
�tmesh is the temporal mesh for the numerical solution of the FP
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Fig. 3: Left panel: SEDs corresponding to the simulation of the flaring state, for the radiative region. The dashed green line
corresponds to the earliest of the SEDs stored by the code, the blue lines correspond to the period when the injection, acceleration,
and radiative process are active, and the red lines correspond to the period when only the radiative processes are active. The times
reported in the label are in the blob frame. Right panel: Same as in left panel, but for the electron energy distribution in the radiative
region.

ning of the expansion (B0 and R0). Hence, we only extrapolate
the evolution of B according to mB and R(t) from the beginning
of the expansion process. We adopte this approximation for the
current approach because we are mostly interested in the deter-
mination of the radio-� response in terms of delay and expan-
sion velocity, and are not interested in investigating the jet struc-
ture before the flaring site. Nevertheless, our model can be easily
generalised to a generic conical jet geometry simply by replac-
ing the temporal law R(t) in order to follow the jet cross-section
as a function of the jet opening angle and of the distance from
the BH, setting a scaling parameter z(t) = RH(t)/RH0, and then
expressing R(t) = R0z(t)mR , and B(t) = B0z(t)�mBmR , where the
expansion index of the jet mR is assumed to be 2 [0, 1]. In the
ballistic case (mR = 1, Kaiser 2006) the initial opening angle of
the jet will be given by tan ✓0 = R0/RH0, and will change with
z according to tan (✓(z)) = tan (✓0)(RH(t)/RH0)mR�1, i.e. will be
constant.

Both for the flaring and long-term (expansion) simulations,
the time grid for the solution of the FP equation is tuned to have a
temporal mesh at least two orders of magnitude smaller than the
shortest cooling and acceleration timescale. We use an energy
grid with 1500 points and 1  �  108. As the total number of
time steps used in the FP numerical solution (Tsize) can be very
large, a subsample of the time steps of the simulation (NUMS ET )
is stored in arrays, and can be used to build both light curves and
SEDs. In the current simulation, we use NUMS ET = 200 for the
flaring stage and NUMS ET 2 [1000, 5000] for the long-term evo-
lution, depending on the duration of the simulation. This guar-
antees an adequate time sampling for light curves and spectral
evolution. SEDs are computed from the stored electron distribu-
tions, and from the blob parameters (according to their tempo-
ral evolution). In our case, the blob variable parameters are the
source radius (R) and magnetic field (B), which evolve accord-
ing to Equations 1 and 2, respectively. Light curves are obtained
by integrating SEDs between two frequencies, or as monochro-
matic. The code o↵ers the possibility to convolve the light curves
with the light-crossing time. In the present analysis, we skip this
option because, as shown in section 2, the light-crossing time
is always shorter than the other competing timescales. This ap-

proximation used in the current approach will be removed in a
forthcoming paper, where it will be treated accurately. We also
decided to use a constant bulk Lorentz factor. We tested and ver-
ified that, for the current scope of the simulations, the di↵erence
between enabling and disabling the IC cooling is negligible, and
therefore to speed up the computational time we use only syn-
chrotron cooling for the radiative terms.

3.2. Flare simulation

To generate the flaring event, we use the JetTimeEvol config-
uration with a separated acceleration and radiative region. With
this configuration, particles are injected into the acceleration re-
gion (AR), and then di↵used toward the radiative region (RR)
for a timescale corresponding to the flare duration. We set the
parameters for the flaring stage in order to reproduce the typi-
cal SED of HBLs, according to Tramacere et al. (2011). We as-
sume that both radiative and first and second-order acceleration
processes, occur in the AR, whilst in the RR region, we only
take cooling processes into account. Particles are injected in the
AR with a quasi-monoenergetic distribution, normalised accord-
ing to Equation 19. This initial distribution evolves under the
e↵ect of radiative and accelerative mechanisms, leading to the
formation of a distribution with a low-energy power-law branch
that bends close to the equilibrium energy. The high-energy
branch exhibits a log-parabolic shape during the acceleration-
dominated stage, and approaches a relativistic Maxwellian cut-
o↵ at the equilibrium. The spectral index of the low-energy
power law is dictated by the ratio of the first-order accelera-
tion timescale to the escape time from the acceleration region,
whilst the curvature during the acceleration-dominated stage is
dictated by the momentum di↵usion term. The acceleration re-
gion is modelled as a cylindrical shell with a radius equal to
the radiative region, and we assume a ten times smaller width.
Particles leaving the acceleration region (shock front) enter the
radiative region with a rate derived for the escape probability
Pescape(�tmesh) = 1�exp�tmesh/Tesc (Park & Petrosian 1996), where
�tmesh is the temporal mesh for the numerical solution of the FP
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Fig. 4: Comparison of non-expanding (right panels) vs expanding (left panels) for �exp = 0.1. The top panels show the evolution of
the SEDs after the flaring stage, where the blue colour indicates to the non/pre-expansion case, and orange indicates the expansion.
The second row of panels shows the evolution of the flux density (F⌫). The three bottom panels show the merged light curves of both
the flaring and the long-term simulation in the Fermi-LAT band, and at 5 and 40 GHz. The red dashed lines mark the light-curve
segment belonging to the flaring stage and the orange vertical dashed lines mark the beginning of the expansion.

equation. The radiative region is modelled with a spherical ge-
ometry, where only the cooling processes are active and where
we assume that particles are confined (Tesc � Duration). The po-
sition along the jet of the flaring region is placed at RH0 = 1017

cm. Particles are injected and accelerated in the AR for a dura-
tion equal to Duration acc. and equal to Duration inj., respec-
tively. The total time-span of the flare simulation is given by the
parameter Duration. The parameters for the acceleration and ra-
diative region are reported in Table 1.

3.3. Long-term simulation of the expanding radiative region

The long-term simulation is an extension of the flaring event
over a longer timescale, only for the RR, and without injection
or particle escape. The duration of the simulation for the long-
term evolution is estimated according to Tlong = �t⌫SSA(0)!⌫SSA(t)+

10 tdecay. We set the expansion time texp = 107 s, and we evaluate
ten realizations of the process, with �exp evaluated on a ten-point
logarithmic grid [0.001, 0.3] to evaluate the trends as a func-
tion of �exp. We realise a further simulation with �exp = 0.1 to
investigate the trends as a function of the radio frequency. The
parameters for the acceleration and radiative region are reported
in Table 2. We stress that the initial position of the flaring region
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Fig. 13: Synthetic radio light curve for Mrk 421 (middle) created as a convolution of the day-binned Fermi-LAT 0.1-300 GeV light
curve (top) and of the radio response (inset panel), compared with the OVRO 15 GHz radio light curve (bottom). Fitting time range
is highlighted in grey.

ones by 170-250 days (Arbet-Engels et al. 2021b). To further
probe the connection between these bands, we searched for the
delayed response profile, which, when convolved with the GeV
light curve, can mimic the radio variations.

Adopting the analytical response profile defined by Eq. 21
together with a constant background emission (⇠ 0.9 Jy) and
minimising the deviations between the observed and synthetic
radio data (�2/⌫ = 258/112 = 2.3) led to a best-fit response de-
caying in 66 days after a delay of about 224 days as displayed
in Fig. 14 (inset panel) and parametrised in Table 6. The min-
imisation was performed for the period starting on MJD 56800,
because prior to that the GeV-radio correlation is weak, indicat-
ing that additional noise or emission components are present.

Table 6: Best-fit parameters for the �-ray-to-radio response for
Mrk 501.

Parameter Value
A 166+5

�3 ⇥ 104 Jy cm2 s/ph
trise 12+4

�4 days
tdecay 73+3.6

�3.6 days
�t 234+10

�10 days
Fbackground 0.915+0.004

�0.004 Jy

Notes. Best-fit parameters for the �-ray-to-radio response profile
(Eq. 21) with the addition of a background radio flux.

6.4. 3C 273

The GeV-radio response for the FSRQ 3C 273 was investigated
and discussed in Esposito et al. (2015) using light curves lasting
for about 6 years. The radio data could be reproduced using a
convolution of the GeV light curve through a response profile
varying only in amplitude from flare to flare.

We performed a similar analysis including additional data
and found that for 3C 273 a single response profile cannot re-
produce the complete radio light curve, unlike for Mrk 421 and
Mrk 501. The addition of a slowly changing background radio
emission was required, which was estimated with a third-order
Savitzky-Golay filter of the observed radio emission with a win-
dows size of 501 days, which is long enough to prevent fitting
of individual radio flares (dotted line in Fig. 15). This variable
background component needs to be bright (about 90% of the to-
tal emission) and cannot be accounted for by the core emission
of 3C 273. This emission is linked to the jet itself. The variability
of that component cannot be well constrained.

Figure 15 shows the original Fermi-LAT and radio light
curves, and the synthetic radio light curve derived as described
above. We had to adjust the amplitude of the response for di↵er-
ent individual flaring periods while the other response parame-
ters could remain unchanged, as found by Esposito et al. (2015).
The response profile (best-fit parameters listed in Table 7) was
derived using a single flare (�-ray time range [54710, 54890]
MJD) with a goodness of fit �2/⌫ = 88.5/59 = 1.5. The ampli-
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Fig. 16: Posterior distribution for a MCMC sampling of the composite log-likelihood reported in Equation 26 for rise, decay,
and delay time in Equation 25. To sample the parameter space, we use uninformative flat priors, with mB 2 [1, 2], � 2 [1/3, 1],
⌫0,obs

SSA 2 [10, 104] GHz, �exp 2 [10�4, 1]. The range of R
obs
0 is determined by setting a flat range for the observed �-ray variability

timescale t
var
� 2 [0.25, 14] days, and setting R

obs
0 = t

var
� c, corresponding to R

obs
0 2 [6.5 ⇥ 1013, 3.6 ⇥ 1017] cm. We plot the posterior

contour maps (where the solid black identifies the 1-� containment for a bivariate Gaussian distribution). On the diagonal, we
plot the marginalised posterior distributions, and with the vertical dashed black lines we indicate the 0.16, 0.5, and 0.84 quantiles.
The blue vertical line in the log(⌫0,obs

SSA ) histogram identifies the 15 GHz observed OVRO frequency. On top of each marginalised
histogram we report the confidence level corresponding to the quantiles.

response from flare to flare might change due to di↵erent phys-
ical conditions in each single flare. There are further e↵ects that
we do not take into account in the present work and that can have
an impact:

– Changes in the Bulk Lorentz factor, or in the magnetic in-
dex mB. These e↵ects might actually be connected, and could
lead to deviations in the trends presented in the previous sec-
tion. For example, a decrease in the Bulk Lorentz factor after
the beginning of the expansion would produce observed de-

cay times that are significantly longer than those derived in
the blob frame.

– External photon fields can impact the response amplitude,
and indeed the evolution of the radio flare if the EC field is
dominant at the scale where the expansion takes place. In
this latter case, we would expect a lower response amplitude
compared to the case of pure SSC. Moreover, the transition
from SSC- to EC-dominated regimes can impact the com-
petition between the adiabatic and radiative timescales, with
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provide an estimate that is consistent within one sigma with the
simulation value.

6. Comparison with observational data

Here we show how we derive the radio-�-ray response using
real data from Fermi-LAT (Atwood et al. 2009) and from the
OVRO radio telescope (Richards et al. 2011) for three well-
known sources. The results are discussed in Sect. 7 in the frame-
work of the model outlined above.

To reconstruct the radio light curve, we convolved the GeV
light curve with the response profile given by Eq. 21 and opti-
mised the response parameters to obtain a match with the ob-
served radio data. The response is based on a single flare pro-
file, even if the radio light curves consist of many overlapping
consecutive flares in addition to a background flux. As, in re-
ality, the response parameters might change from flare to flare,
the response we derive should be considered as an average, pos-
sibly driven by the most prominent flares. As a consequence,
short-term features, such as spiky structures, could be smoothed
and suppressed. The main aim of this section is to show that the
physical mechanism investigated in the previous section is re-
sponsible for the systematic delayed radio emission, and to un-
derstand whether or not these average timescales are compatible
with those predicted by the model, assuming physical parame-
ters within the range of those used in the simulations

Delayed responses were already observed by Max-Moerbeck
et al. (2014) for specific flares of Mrk 421 and Mrk 501 and in-
terpreted as the propagation of shocks through conical jets. The
same interpretation was proposed (Türler et al. 1999) to explain
the long-term light curves of 3C 273, and in particular the radio
flares corresponding to overlapping stretched and delayed GeV
flares (Esposito et al. 2015).

The results indicated below show that a constant response
profile is adequate for Mrk 421 and Mrk 501, while the response
amplitude appears variable from flare to flare in the case of
3C 273. We also find that the background flux could be consid-
ered as constant in Mrk 421 and Mrk 501, possibly accounting
for the core emission, while it is slowly variable and firmly as-
sociated to the jet in 3C 273.

6.1. Data

The Large Area Telescope on board the Fermi Gamma-ray Space
Telescope (Fermi-LAT) is the most sensitive �-ray telescope in
the 20 MeV < E < 300 GeV energy range. Fermi-LAT uses
a charged particle tracker and a calorimeter to detect photons.
The point spread function (PSF) depends on energy, reaching
a 1�-equivalent containment radius of ⇠ 0.1� at 40 GeV (At-
wood et al. 2009). Despite Fermi-LAT being sensitive to �-rays
of about 20 MeV, because of the energy-dependent PSF we can
only reliably consider photons with energies between 100 MeV
and 300 GeV. Data reduction was performed using the PASS8
pipeline and the Fermi Science Tool v10r0p5 package. Sources
from the Fermi-LAT four-year point-source catalogue were used
for the fitting model. More details on the performed analysis can
be found in Arbet-Engels et al. (2021a). Because of their dif-
ferent �-ray fluxes, we used di↵erent time bins for each source:
3 days, 1 day, and 7 days for 3C 273, Mrk 421, and Mrk 501,
respectively. In the case of Mrk 501, we also reduced the consid-
ered energy range to 1-300 GeV leading to a reduction in the flux
uncertainties thanks to the better PSF and a lower background in
that energy range.

Regular radio observations of Mrk 421, Mrk 501, and 3C 273
were performed at 15 GHz by the 40 m radio telescope of
the Owens Valley Radio Observatory (OVRO) (Richards et al.
2011). These observations were conducted as part of the Fermi

blazars monitoring campaign. The light curves (with twice-per-
week cadence) were publicly available (when we started the
analysis) from the OVRO archive 3. We removed all the data
points with a significance of less than 5�, because these observa-
tions were performed during unfavourable observing conditions.

6.2. Mrk 421

The radio light curve of Mrk 421 is broadly correlated to the GeV
light curve, with radio lagging behind the GeV variations by 30�
100 days at the maximum of the discrete correlation function
(Arbet-Engels et al. 2021a).

The best-fit response was obtained by minimising, over a
7.5-year period (MJD 55500-58226), the deviations between the
observed radio light curve and the synthetic light curve obtained
by the convolution of the Fermi LAT daily binned light curve
with a response (Eq. 21). The Fermi LAT light curve starts about
two years before the period used for the minimisation to account
for the long-lasting e↵ect of the response, particularly �t.

The observed GeV and radio and the resulting synthetic ra-
dio light curves are shown in Fig. 13, and the best-fit parame-
ters are listed in Table 5. The uncertainties on the synthetic light
curve were derived using direct uncertainty propagation from the
Fermi LAT light curve and response profile through the convolu-
tion with the response profile. The best-fit synthetic light curve
is similar, but does not perfectly match the observed radio light
curve, possibly indicating that the intensity of the response (e.g.
the constant A) might be variable with time. Also, a fast radio
flare near MJD 56897 and a wider flare at about MJD 55600
(see Fig. 13) could not be reproduced. These flares could have
a di↵erent origin or may need a di↵erent response (such adjust-
ments were also used by Esposito et al. 2015, and could indicate
di↵erent conditions in various shocks). As the uncertainties on
the GeV light curve and on the response profile are not Gaussian
nor independent, the goodness of fit (�2/⌫ = 1243/218 = 5.9)
between the observed and synthetic radio data is only indicative.
As the response rise time is similar to the binning time of the
GeV light curve, its value indicates a rising time of shorter than
one day.

6.3. Mrk 501

The correlation between the GeV and radio light curves is also
strong in Mrk 501 with radio variations lagging behind the GeV

3 http://www.astro.caltech.edu/ovroblazars/

Table 5: Best-fit parameters for the �-ray to radio response pro-
file for Mrk 421.

Parameter Value
A 12.5+0.5

�0.013 ⇥ 103 Jy cm2 s/ph
trise . 1 day
tdecay 126.5+1.3

�1.3 days
�t 37.58+0.13

�0.13 days
Fbackground 0.18+0.008

�0.0004 Jy

Notes. Best-fit parameters for the �-ray to radio response profile
(Eq. 21) with the addition of a background radio flux.
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Figure 12. Left panel: the Es–bs trend observed for the six HBLs in our sample. The dashed green lines represent the trend reproduced by the stochastic acceleration
model, for the parameters reported in Table 3 and for the D trend; the different lines corresponding to three different values of B reported in Table 3. The purple lines
represent the trend obtained by fitting the numerically computed SED over a fixed spectral window in the range 0.5–100 keV. Right panel: the same as in the left panel
for the case of the q trend.
(A color version of this figure is available in the online journal.)

describe better the observed behavior, but any firm conclusion
is not possible because of the dispersion of the data.

6.2. Es–Ls Trend

As a last benchmark for the stochastic acceleration model, we
reproduce the observed correlation between Es and Ss, which
follows naturally from the variations of Dp0 and q. Considering
that the redshifts of the six considered HBL objects are different,
we prefer to use their peak luminosity Ls = Ss4πD2

L, where
DL is the luminosity distance.4 To account for the different
jet power of sources, we considered two data subsets, and we
assumed Linj = 5 × 1039 erg s−1 for the first subset (top panels
of Figure 13) and Linj = 5 × 1038 for the second (bottom panels
of Figure 13). In the left panels of Figure 13, we report the Dp0-
driven trend and in the right panels we show the q-driven trend.
Solid lines represent the trend obtained by deriving Ls from
the log-parabolic best fit of the numerically computed SEDs,
centered on Es; dashed lines are the trends obtained by fitting
the numerical results in the fixed energy window [0.5, 100] keV.

Both results give a good description of the observed data
and their shapes are similar. Solid lines follow well a PL with
an exponent of about 0.6, while the windowed trends (dashed
lines) show a break around 1 keV and the exponent below this
energy turns to about 1.5. A similar break at the same energy can
be noticed in the points of Mrk 421 in the Es–Ss plot presented
by Tramacere et al. (2009), who found an exponent of ∼1.1 and
of ∼0.4 below and above 1 keV, respectively. This could again
be an indication that the observed values are actually affected
by the bias.

7. DISCUSSION

Broadband observations of non-thermal sources have shown
that the spectral curvature at the peaks of their SEDs can
now be measured with good accuracy. In this paper, we have
presented, using different approaches, the relevance of these
data for the understanding of the competition between statistical
acceleration and radiation losses. First, using a simple statistical

4 We used a flat cosmology model with H0 = 73 km s−1 Mpc−1, Ωmatter =
0.27, and Ωvacuum = 0.73.

approach and MC calculations, we have shown that the log-
parabolic energy distribution of the relativistic electron is a
good picture in the first phases before equilibrium is reached.
In this case, the curvature decreases with time and, therefore,
with increasing peak energies. This evolution is confirmed by
numerical solutions of the diffusion equation taking properly
into account both stochastic acceleration and radiative SSC
cooling. The major results can be summarized as follows.

The evolution of the electron energy distributions (Section 4)
shows that:

1. In the case of synchrotron and SSC cooling, and for all the
values of B and R, as long as the distribution is far from
equilibrium, the trend on r is dictated by Dp and is well
described by Equation (19).

2. When the distributions approach equilibrium, the value of r
is determined by the shape of the equilibrium distribution,
which is a relativistic Maxwellian, with the sharpness of
the cutoff determined by both q and the IC cooling regime.

3. In the case of q = 2, and for equilibrium energies implying
that IC cooling happens either in the TH regime or in the
extreme KN regime (IC cooling negligible compared to the
synchrotron one), the numerical solution of the diffusion
equation follows the analytical prediction (f = 1, that
holds for any γ̇ ∝ γ 2), and the corresponding equilibrium
curvature is r3p ≈ 6.0 (bs ≈ 1.2). In the case of q = 3/2,
the equilibrium curvature is r3p ≈ 3.0 (bs ≈ 0.6). These
limiting values could be a useful observational test to find
cooling-dominated flares with the distribution approaching
to the equilibrium.

4. When cooling is in the intermediate regime between TH
and KN and for the q = 2 case, the condition f = 1 fails,
and the end values of r decrease, strongly depending on the
balance between UB and the seed IC photon energy (Uph)
numerical computations are necessary to evaluate the right
value of r at equilibrium.

The analysis of the spectral evolution of SSC emission
(Section 5) shows that:

1. Changes of Dp0 (or q) imply that the curvature and peak
energy of the synchrotron emission are anticorrelated;
the Es–bs trend can be phenomenologically described by
Equation (32).
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Figure 13. Left panels: the Es–Ls trend observed for six HBLs in our sample; the top panel corresponds to the case of Linj = 5 × 1039 erg s−1; the bottom panel
corresponds to the case of Linj = 5 × 1038. The solid black lines represent the trend reproduced by stochastic acceleration model, for the parameters reported in
Table 3 and for the D trend, the different lines corresponding to three different values of B reported in Table 3. The dashed lines represent the trend obtained by fitting
the numerically computed SED over a fixed spectral window in the range 0.5–100 keV. Right panels: the same as in the left panel for the case of the q trend.
(A color version of this figure is available in the online journal.)

2. The Ec–bc trend presents a clear signature of the transition
from the TH to the KN regime. In particular, when the IC
scattering approaches the KN regime we observe a sharp
change in the bc, with a positive correlation with Ec, while
in the TH regime the correlation is negative as in the case
of the Es–bc.

3. The magnetic field plays a relevant role on the cooling
process and B-driven variations present relevant differences
compared to those due to Dp0 (and q).

In particular, for the B-driven case, we note first that the Es–Ss
correlation follows the prediction of the synchrotron theory and
shows the PL relationship with Es ∝ (Ss)∼2.0. On the contrary,
in the case of Dp0 and q changes, we find Es ∝ (Ss)0.6. Another
relevant difference in the B-driven case is the evolution of Sc.
For the case of Dp0- and q-driven trends, Sc relates to Ec through
a PL with exponent of about [0.7, 0.8]. On the contrary, for the
B-driven case with IC scattering in the full KN regime, the value
of Ec is almost constant and uncorrelated with Sc (see Figure 11)
due to the kinematic limit of the KN regime. Ec starts to decrease
when B is enough large to make the cooling process dominant.
This is an interesting signature that could be easily checked in
the observed data.

The comparison of the Es–bs and Es–Ss trends, obtained
through several X-ray observations of six HBL objects spanning
a period of many years, with those predicted by the stochastic
acceleration model, shows very good agreement. We are able to
reproduce these long-term behaviors by changing the value of
only one parameter (Dp0 or q). Interestingly, the Es–Ss relation
follows naturally from that between Es and bs. This result is
quite robust and hints at a common accelerative scenario acting
in the jets of HBLs.

As a last remark, we note that very recently Massaro &
Grindlay (2011) also find that in the case of GRBs a Es–bs

trend similar to that observed in the case of HBL objects. They
measured values of the curvature up to 1.0, typically higher than
in HBLs. It is interesting to note that the value of 1.0 is close
to the limit of ∼1.2 that we predict in the case of distributions
approaching the equilibrium in either TH or KN regime for
q = 2.
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spectral curvature. This model is known as log-parabolic,
a curve having a parabolic shape in a log-log plot (Mas-
saro et al. 2004, Massaro et al. 2006). We remark that
this spectral distribution is the classical log-normal sta-
tistical distribution. In particular, for this function, it
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Fig. 1.— Two SEDs of GRB 910601 (upper panel) and GRB
920622 (lower panel) with the log-parabolic best fit model (black
line). It is clear how the spectral shape is well described by the
log-parabolic function (data taken from Schaefer et al. 1994 and
from Tavani et al. 1996).

is possible to define an energy dependent photon index
�(E) given by the log-derivative of Eq. (5),

�(E) = a+ 2 b log(E/E0) (6)

which describes the continuous change in the spectral
slope.
The peak energy Ep and the height of the SED S(E)

calculated at its peak frequency Sp can be evaluated by
the following relations

Ep=E010
2�a
2b (7)

Sp=S010
(2�a)2

4b (8)

where S0 is S(E0).
Consequently the spectral shape can be expressed in

terms of b, Ep and Sp using the relation:

S(E) = E
2
F (E) = Sp 10�b log2(E/Ep) , (9)

where Sp = E
2
p F (Ep). In this form the values of the

parameters b, Ep and Sp are estimated independently in
the fitting procedure, whereas those derived from Eq. (7)
and Eq. (8) are a↵ected by intrinsic correlations (Tani-
hata et al. 2004, Tramacere et al. 2007).
As example of the goodness of the fitting procedure, we

show in Fig. 1 the best fits of two GRB SEDs evaluated
with the log-parabolic model namely GRB 910601 and
GRB 920622, two of the most bright and well studied
GRBs present in literature, (data taken from Schaefer
et al. 1994 and Tavani et al. 1996). Their best fit pa-
rameters are: Ep = 0.47 ± 0.01 MeV, b = 0.74 ± 0.03,

Sp = 9.99 ± 0.12 ⇥ 10�6 erg s�1 cm�2 for GRB 910601
while Ep = 0.460 ± 0.003 MeV, b = 0.95 ± 0.02, Sp =
1.098± 0.005⇥ 10�5 erg s�1 cm�2 for GRB 920622.
We note that GRB spectra appear to be narrower with

respect to the BL Lac objects (Massaro et al. 2008),
having the curvature parameters close to 1.

3. LOG-PARABOLIC VS BAND MODEL

From a statistical point of view, the log-parabolic
shape requires one parameter less than the Band func-
tion and so is favored. There are two main di↵erences be-
tween these two models: first, the slope at low energies of
the Band function is a power-law while the log-parabolic
one has a milder curvature and second, the high energy
tail is naturally curved and the expected flux in the �-ray
band is lower than the one predicted by the Band spectral
shape (see Fig. 2). In particular, the log-parabolic model
can describe a continuous curvature over the whole spec-
trum while the Band function can only mimic it around
the SED peak.
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Fig. 2.— The SED of GRB 920622 and the comparison between
the Band and the log-parabolic function used to describe its emis-
sion. The extrapolation of the Band function predicts that a simi-
lar GRBs should be detected within 100s in the Fermi LAT energy
range, while the log-parabolic model is more in agreement with the
GRB detection rate of the first year of Fermi LAT observations.
The Fermi LAT sensitivity has been evaluated from that reported
in Atwood et al. (2009).

In the recent Fermi observations only 9 GRBs have
been detected at high energies in the LAT energy range
(Granot et al. 2009) in comparison with the predic-
tions provided by the extrapolation of the Band function
(Omodei et al. 2007, Band et al. 2009, Omodei et al.
2009). Several explanations have been proposed to cor-
rect the expectations and a high energy cut-o↵ has been
introduced in the Band function to arrange the lack of
the observed GRBs in the Fermi LAT band (Band et al.
2009). The introduction of this exponential cut-o↵ in-
creases the number of parameters in the Band function
while the log-parabolic model appears to have a natu-
ral explanation for the Fermi observations without the
introduction of any new spectral parameter.
In Fig. 2 we plot the SED for the GRB 920622 with

di↵erent spectral model extrapolations in the Fermi LAT
energy range. The Fermi LAT sensitivity evaluated for

• b~[0.6-0.8] compatible with equilibrium, hinting for 
larger magnetic fields and shorter t_acc compared to 
blazars
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recent iXPE polarization measurements with PD~10% similar to Mrk 501 (see Hancheng) 
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• index of α~2 is compatible with B as main driver

• index of α~1.5 is compatible with γ3p increasing 
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• b~[0.6-0.8] compatible with equilibrium, hinting for 
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blazars


• index of α~2 is compatible with B as main driver

• index of α~1.5 is compatible with γ3p increasing 

keeping N(γ3p) constant

Lp,iso~Εpα
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Conclusions
CTA can  help in filling the gap between macro  

and micro physics 
But, we need to have MW/MM simultaneous observations 

in particular X-ray (possibly with polarimetry) 
we need to look at jets in different environments


