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1. NNLO predictions for the LHC

‣ jets & interpolations grids


‣ identified photons & fragmentation


2. Differential N3LO

‣ Higgs & fiducial power corrections


‣ Drell-Yan & PDFs


3. Bayesian approach to MHO

‣ the  model & correlations


4. Summary & Outlook

abc

THE PLAN.



[Anastasiou, Dixon, M
elnikov, Petriello ’04]

NNLONLOLO

ki
ne

m
at

ics



&
 je

ts
pa

rt
on

ic

ch

an
ne

ls

๏ reduced uncertainties  (  missing higher orders) 

๏ guaranteed that all partonic channels open up at NNLO

๏ better modelling of final-state kinematics & jets

↭

WHAT WE HOPE NNLO WILL GIVE US
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THE MASTER FORMULA
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(non-perturbative, universal)


in principle, improvable
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non-perturbative effects

(power suppressed)


ultimately, limiting factor?



PERTURBATION THEORY @ LEADING ORDER
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pp → γ + j

Only captures gross features  & 
unreliable uncertainty estimates



PERTURBATION THEORY @ NEXT-TO-LEADING ORDER
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higher order:  more  loops  &  legs 
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can become unresolved 

≃ ≃

Eg → 0 θqg → 0
soft: collinear:

typically  precision   
here: limits the interpretation of data!

𝒪(10 − 30%)

[Chen, Gehrmann, Glover, Höfer, A.Huss '19]
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WHAT WE HOPE NNLO WILL GIVE US
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WHAT CAN WE DO TODAY? — THE NNLO TIMELINE

Tremendous progress in the past —  years! 
   under good control;   next frontier

∼ 5 10
↪ 2 → 2 2 → 3

9
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Main challenges:


๏ amplitudes &  
multi-loop integrals

๏ infrared subtractions



INDEPENDENT CALCULATIONS  —    3! H + jet ×

๏ very complex calculations    validation!

‣ long-standing [~’15] discrepancy in  
  only resolved in [’19] 

๏ benchmark approaches

↭

H + jet
↪

10

[Boughezal, Focke, Giele, Liu, Petriello ’15]

[Campbell, Ellis, Seth ’19]
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Figure 6. The rapidity distribution of the Higgs boson computed at NLO and NNLO using MCFM,
in the NNLOJET setup. The NNLO coefficient is calculated using both ε = 2.5×10−5 and ε = 10−4

in the boosted definition of T1. The lower panel shows the ratio of the NNLO and NLO results.

4 Comparison with BCMPS

We now turn to a detailed comparison with results obtained using the calculation of

Boughezal, Caola, Melnikov, Petriello and Schulze (BCMPS) [3]. Apart from being a

cross-check with a different calculation, this comparison provides additional insight since

the setup is slightly different.2 The setup for the comparison is as follows:

LHC,
√
s = 13 TeV, µR = µF = mH = 125 GeV,

pjetT > 20 GeV, anti−kT algorithm, ∆R = 0.4 (4.1)

PDF set : PDF4LHC15 nnlo mc

In addition, in the calculation of ref. [3] NNLO corrections to the 4-quark channels, that

first enter the calculation at NLO, are not included. The essential difference with respect

to the previous calculation is the slight reduction in the jet pT cut (from 30 to 20GeV),

2We thank Fabrizio Caola for providing detailed information on the calculation used in ref. [3] that is

used for this comparison.
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Figure 3: Rapidity and transverse momentum distributions of the most energetic jet at the 8 TeV

LHC. The insets show ratios of di↵erential cross sections at di↵erent orders in perturbation theory

for the factorization and the renormalization scales set to the mass of the Higgs boson.

The latter includes the transverse momentum and the rapidity distributions as well as the

distribution of the photon decay angle in the Collins-Soper reference frame. We can compute

all these kinematic distributions through NNLO in perturbative QCD, using exactly the same

setup that the ATLAS collaboration employs in the actual measurement.

We begin with the discussion of the rapidity and the transverse momentum distributions

of the Higgs boson in events with at least one jet, see Fig. 2. The pattern of radiative

corrections is similar to the fiducial cross section case that we just discussed. In the two

plots in Fig. 2 the relative magnitude of radiative corrections is illustrated in lower panes,

where ratios of NLO to LO and NNLO to NLO distributions at µ = mH are displayed. We

will refer to such ratios as K-factors. We note that similar to the case of the inclusive Higgs

boson production pp ! H, the NNLO enhancement of the Higgs boson rapidity distribution

in pp ! H + j process is independent of the rapidity. On the contrary, the K-factors

for transverse momenta distributions have a more interesting shape. Indeed, we observe

the instability of d�/dp?,H at the value of the Higgs boson transverse momentum equal to

the value of the jet transverse momentum cut. This is the manifestation of the so called

Sudakov-shoulder e↵ect [27]. Just above p?,H ⇠ 30 GeV, the NNLO corrections are small

but they increase to about 30% at around p?,H ⇠ 75 GeV and then start to decrease again.

Next, we consider kinematic distributions of the QCD radiation that accompanies the

Higgs boson production. The rapidity and the transverse momentum distributions of the

hardest jet are shown in Fig. 3. Similar to the QCD corrections to the Higgs boson rapidity

9

[Caola, Melnikov, Schulze ’15]
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Figure 7. Transverse momentum distribution of the Higgs boson compared to data from ATLAS [3]
and CMS [4]. Upper panels are absolute cross sections, lower panels normalized to σH .

H+jet cross sections, the agreement is considerably better than for the ATLAS measure-

ment at 8TeV, figure 2. Normalising the data and theory predictions to the fiducial cross

sections does not alter this agreement, but leads to an increase in the theory uncertainty.

3.3 Comparison with preliminary 13TeV data

The transverse momentum distribution of the leading jet, figure 9, and of the Higgs boson 10

were both measured by ATLAS up to transverse momenta of 200GeV. The measurements

agree well with our NNLO predictions in shape and normalisation already for the absolute

distributions, except for the highest bin in the Higgs transverse momentum distribution,

which is measured to be about two standard deviations above the theory prediction. As

already observed for the jet multiplicity at 13TeV, this quantitative agreement persists for

the normalised distributions.
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JEST ARE…
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the ideal pQCD laboratory 
simple  parton scattering2 → 2

p

p
10 6 Results

Figure 6: The triple-differential dijet cross section in six bins of y⇤ and yb. The data are indicated
by different markers for each bin. The theoretical predictions, obtained with NLOJET++ and
NNPDF 3.0, and complemented with EW and NP corrections, are depicted by solid lines. Apart
from the boosted region, the data are well described by the predictions at NLO accuracy over
many orders of magnitude.

30 9. Quantum Chromodynamics

in this category, removing this pre-average would not change the final result within the quoted
uncertainty.

�s(MZ
2) = 0.1179 ± 0.0010
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Figure 9.3: Summary of measurements of –s as a function of the energy scale Q. The respective
degree of QCD perturbation theory used in the extraction of –s is indicated in brackets (NLO:
next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.: NNLO matched to a
resummed calculation; N3LO: next-to-NNLO).

9.4.3 Deep-inelastic scattering and global PDF fits:

Studies of DIS final states have led to a number of precise determinations of –s: a combination [501]
of precision measurements at HERA, based on NLO fits to inclusive jet cross sections in neutral
current DIS at high Q

2, provides combined values of –s at di�erent energy scales Q, as shown
in Fig. 9.3, and quotes a combined result of –s(M2

Z
) = 0.1198 ± 0.0032. A more recent study

of multijet production [373], based on improved reconstruction and data calibration, confirms the
general picture, albeit with a somewhat smaller value of –s(M2

Z
) = 0.1165±0.0039, still at NLO. An

1st June, 2020 8:27am

jets

x =
pT

s
(e±yj + e±yj′￼)

๏ @ LO: 3 variables 


๏ inclusive jet[2]  (some smearing)


๏ di-jet[3]  (reconstructible: 3-D)


(pT, yj, yj′￼)
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1 Introduction
The pairwise production of hadronic jets is one of the fundamental processes studied at hadron
colliders. Dijet events with large transverse momenta can be described by parton-parton scat-
tering in the context of quantum chromodynamics (QCD). Measurements of dijet cross sections
can be used to thoroughly test predictions of perturbative QCD (pQCD) at high energies and to
constrain parton distribution functions (PDFs). Previous measurements of dijet cross sections
in proton-(anti)proton collisions have been performed as a function of dijet mass at the Spp̄S,
ISR, and Tevatron colliders [1–6]. At the CERN LHC, dijet measurements as a function of dijet
mass are reported in Refs. [7–11]. Also, dijet events have been studied triple-differentially in
transverse energy and pseudorapidities h1 and h2 of the two leading jets [12, 13].

In this paper, a measurement of the triple-differential dijet cross section is presented as a func-
tion of the average transverse momentum pT,avg = (pT,1 + pT,2)/2 of the two leading jets, half
of their rapidity separation y⇤ = |y1 � y2|/2, and the boost of the dijet system yb = |y1 + y2|/2.
The dijet event topologies are illustrated in Fig. 1.

y
⇤
=

1 2|y
1�
y
2|

yb =
1
2 |y1 + y2|

0 1 2 3
0

1

2

3

Figure 1: Illustration of the dijet event topologies in the y⇤ and yb kinematic plane. The dijet
system can be classified as a same-side or opposite-side jet event according to the boost yb of
the two leading jets, thereby providing insight into the parton kinematics.

The relation between the dijet rapidities and the parton momentum fractions x1,2 of the incom-
ing protons at leading order (LO) is given by x1,2 =

pTp
s (e±y1 + e±y2), where pT = pT,1 = pT,2.

For large values of yb, the momentum fractions carried by the incoming partons must corre-
spond to one large and one small value, while for small yb the momentum fractions must be
approximately equal. In addition, for high transverse momenta of the jets, x values are probed
above 0.1, where the proton PDFs are less precisely known.

The decomposition of the dijet cross section into the contributing partonic subprocesses is
shown in Fig. 2 at next-to-leading order (NLO) accuracy, obtained using the NLOJET++ pro-
gram version 4.1.3 [14, 15]. At small yb and large pT,avg a significant portion of the cross section
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INCLUSIVE JETS — 2 CALCULATIONS!

๏ in very good agreement!

๏ sub-leading colour 
negligible!(?)  
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Figure 3. Comparison of the cross section ratios depicted in Fig. 2 as obtained with NNLOjet
[23] (red line with scale variation error, leading-color approximation for channels involving quarks) and
with Stripper (black points with Monte Carlo integration error bars, as given in Appendix D, exact in
color). This figure has been obtained from Fig. 21 of [23] by removing the experimental data points as
well as the scale variation band of the NLO calculation, followed by superimposing the results obtained
in the present work.
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STRIPPER

NNLOJET [Currie, Glover, Pires '16]

[Czakon, van Hameren, Mitov, Poncelet '19]
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Figure 3. Comparison of the cross section ratios depicted in Fig. 2 as obtained with NNLOjet
[23] (red line with scale variation error, leading-color approximation for channels involving quarks) and
with Stripper (black points with Monte Carlo integration error bars, as given in Appendix D, exact in
color). This figure has been obtained from Fig. 21 of [23] by removing the experimental data points as
well as the scale variation band of the NLO calculation, followed by superimposing the results obtained
in the present work.
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FAST INTERPOLATION GRIDS — APPLFAST 

๏ NNLO calculations  (100k) CPU hours    prohibitive in PDF &  fits!  

  approximate the costly convolution using a grid:

𝒪 ⇝ αs

↪

13

[APPLgrid, fastNLO, NNLOJET `19, `22]

The Interpolation Concept

Cross section formula (integration  sum over grid nodes)

� =

Z 1

0
dx fa(x) ↵

n
s �̂a(x) '

X

i

fa(x
(i)
) ↵n

s

Z 1

0
dx �̂a(x) E

(i)
(x)

�

| {z }
�̂(i)
a

I introduce discrete x(i) nodes
I Eigenfunctions E(i)(x) around each node:

) single PDF decomposed into interpolation kernels:

fa(x) '
X

i

fa(x
(i)) E(i)(x)

The Interpolation Concept

Cross section formula (integration  sum over grid nodes)

� =

Z 1

0
dx fa(x) ↵

n
s �̂a(x) '

X

i

fa(x
(i)
) ↵n

s

Z 1

0
dx �̂a(x) E

(i)
(x)

�

| {z }
�̂(i)
a

I introduce discrete x(i) nodes
I Eigenfunctions E(i)(x) around each node:

) single PDF decomposed into interpolation kernels:

fa(x) '
X

i

fa(x
(i)) E(i)(x)

sum: cheap!



THE INVESTMENT
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MC uncert. 
 few %≲

grid generation 
 runtime  2—3 

     (fastNLO)

 storage ;-(

↭ ∼ ×

↭
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central forward

๏ closure tests   
grid evaluation  vs.  
  “vanilla” NNLOJET 

  interp. bias  ↪ ≲ 0.1 %

[APPLgrid, fastNLO, NNLOJET `22]



THE INVESTMENT & RETURN

15

0.4
0.5
0.6
0.7
0.8
0.9
1

1.1
1.2
1.3

100 200 500 1000

APPLfast + NNLOJET ATLAS √s‾ = 7 TeV

Ra
ti
o
to

NL
O

pTj [GeV]

10-6

10-4

10-2

10+0

10+2

10+4
APPLfast + NNLOJET ATLAS √s‾ = 7 TeV

inclusive jets
0 < |yj| < 0.5
μ0 = ĤT
NNPDF3.1

dσ
/d
p T

j
[p
b/
Ge
V]

LO NLO NNLO

APPLfast + NNLOJET ATLAS √s‾ = 7 TeV

inclusive jets
0 < |yj| < 0.5
μ0 = ĤT
NNPDF3.1

LO NLO NNLO

0.8
0.9
1

1.1
1.2
1.3

100 200 500 1000

APPLfast + NNLOJET ATLAS √s‾ = 7 TeV

pTj [GeV]

NNLO

0.8
0.9
1

1.1
1.2
1.3

APPLfast + NNLOJET ATLAS √s‾ = 7 TeV

Ra
ti
o
to

α s
(M

Z)
=
0.
11
8

NLO

0.8
0.9
1

1.1
1.2
1.3

APPLfast + NNLOJET ATLAS √s‾ = 7 TeV

Scale
0.108
0.110
0.112
0.114
0.116
0.117
0.119
0.120
0.122
0.124

LO inclusive jets
0.5 < |yj| < 1

μ0 = ĤT
NNPDF3.1

2D  
dependence

(μR, μF)

scale dependence 
vs. 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๏ predictions obtained 
in seconds! 

[APPLgrid, fastNLO, NNLOJET `22]



PDF DEPENDENCE & UNCERTAINTIES
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central forward

๏ ABMP16 & ATLASpdf21 largest excursion from the rest of the “pack”

๏ extremely small NNPDF4.0 PDF errors

[APPLgrid, fastNLO, NNLOJET `22]



VALIDITY OF -FACTORSK
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central forward

αs ∈ [0.108, 0.124]

๏ -factor must be applied 
with correlated scales to 
avoid (10%) scale unc.

๏ extremely robust ( ) 
w.r.t. PDF choice! 
(exception: HERAPDF2.0) 

K

𝒪

≲ 0.5 %

[APPLgrid, fastNLO, NNLOJET `22]



AVAILABLE GRIDS TABLES

๏ all grids available on:  ploughshare.web.cern.ch

๏ caveat: calculation based on leading-colour approximation in NNLO parts 
                leading:    ,    ,      (sub-leading:  ) ↭ N2

c Nc nf n2
f × 1/N2

c

18

inclusive jets di-jets

[APPLgrid, fastNLO, NNLOJET `22]



HOW GOOD IS LC?
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sub-leading colour:    SLC

leading colour:          LC

full colour (LC+SLC):  FC

๏ improved agreement 
with the data

๏ +ve SLC contribution 
  up to 20% on  
  largest @ low-  
  diminishes @ high-

๏ impact on NNLO: 
   
  within 

↪ δσNNLO

↪ pT
↪ pT

⇝ ≲ 2 %
⇝ Δscl

SLC small in incl. jets (R=0.4, 0.7)


still small on di-jet  (R=0.4)


substantial in 3D di-jet (R=0.7)

dσ/dmjj



TRIPLY-DIFFERENTIAL DI-JET PRODUCTION
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FIG. 1: Allowed kinematical regions at LO in the triple di↵erential dijet inclusive cross section (in pb) at
p
s = 8 TeV in the

partonic fraction x1, x2 plane for the jet pT cuts of the CMS measurement.

di↵erential cross section for the six event topologies con-
sidered in the CMS study is shown. The CMS analysis [3]
also performs a detailed study of the constraints on PDFs
that can be derived from the measurement data. These
turn out to be inherently limited by the precision of the
theoretical description of the underlying hard scattering
processes available.

The theoretical predictions for the jet cross section are
obtained in perturbative QCD, as a convolution of the
parton distribution functions for the incoming particles
and the parton–parton hard scattering cross section. The
previous state of the art, as used in [3], were predictions
including next-to-leading order (NLO) QCD [1, 4–6] and
electroweak (EWK, [7–9]) corrections for the di-jet pro-
duction cross section. At this level of accuracy, scale
uncertainties and missing higher order corrections in the
theoretical calculation significantly limit the achievable
precision in the determination of the shape and normali-
sation of the triple di↵erential cross section. To improve
the perturbative QCD description of this process, we
present in this letter for the first time a computation
of the NNLO corrections to the triple-di↵erential di-jet
cross section at the LHC.

Our calculation is performed in the NNLOJET frame-
work, employing the antenna subtraction method [10–
12] to remove all unphysical infrared singularities from
the matrix elements, which we take at leading-colour in
all partonic subprocess at NNLO, while keeping the full
colour dependence at lower orders. The same setup was

used for the calculation of the NNLO corrections to in-
clusive jet [13, 14] and di-jet production [15]. We use
the MMHT2014 NNLO parton distribution functions [16]
with ↵s(MZ)=0.118 for all predictions at LO, NLO and
NNLO to emphasize the role of the perturbative correc-
tions at each successive order.

The combined non-perturbative (NP) contributions
from hadronization and the underlying event, modeled
through multiple parton interactions, are not included
in the predictions at parton-level, but have been de-
rived from parton shower predictions at NLO in Ref. [3].
The corresponding NP e↵ects have been found to be at
most 10% for the lowest pT,avg bins and negligible above
1 TeV. The contribution from EWK e↵ects from virtual
exchanges of massive W and Z bosons have been com-
puted in [7]. These are smaller than 3% below 1 TeV and
reach 8% for the highest pT,avg. A recent study [17] has
shown that for the R = 0.7 cone size, there is an excel-
lent agreement for the parton-level cross section between
fixed-order and NLO-matched results. For this reason,
we will take into acount the NP and EKW e↵ects ob-
tained in [3, 7], as a multiplicative factor in each bin of
the parton-level NNLO cross section and we label the
corresponding prediction NNLO⌦NP⌦EWK.

At any given fixed order in perturbation theory, the
predictions retain some dependence on the unphysical
renormalization and factorization scales. An assess-
ment of the scale uncertainty of the calculation at NLO
and NNLO is obtained from independent variations of

x1

x2

x1,2 =
2pT,avg

s
e±yb cosh(y*)

๏ different event topologies  
  disentangle mom. fractions ⇝ (x1, x2)

0
<

y b
<

1
1

<
y b

<
2

0 < y* < 1 1 < y* < 2 2 < y* < 3

0 < y* < 1
2 < yb < 3

4 4 Measurement of the triple-differential dijet cross section

the primary interaction vertex as determined by the tracker, the energy of the corresponding
ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with
originating from the electron track. The energy of muons is obtained from the curvature of the
corresponding track. The energy of charged hadrons is determined from a combination of their
momentum measured in the tracker and the matching ECAL and HCAL energy deposits, cor-
rected for zero-suppression effects and for the response function of the calorimeters to hadronic
showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected
ECAL and HCAL energies. The leading primary vertex (PV) is chosen as the one with the
highest sum of squares of all associated track transverse momenta. The remaining vertices are
classified as pileup vertices, which result from additional proton-proton collisions. To reduce
the background caused by such additional collisions, charged hadrons within the coverage of
the tracker, |h| < 2.5 [20], that unambiguously originate from a pileup vertex are removed.

Hadronic jets are clustered from the reconstructed particles with the infrared- and collinear-
safe anti-kT algorithm [21] with a jet size parameter R of 0.7, which is the default for CMS jet
measurements. The jet momentum is determined as the vectorial sum of all particle momenta
in the jet, and is found in the simulation to be within 5 to 10% of the true momentum over
the whole pT range. Jet energy corrections (JEC) are derived from the simulation, and are con-
firmed with in situ measurements of the energy balance of dijet, photon+jet, and Z boson+jet
events [22, 23]. After applying the usual jet energy corrections, a small bias in the reconstructed
pseudorapidity of the jets is observed at the edge of the tracker. An additional correction re-
moves this effect.

All events are required to have at least one PV that must be reconstructed from four or more
tracks. The longitudinal and transverse distances of the PV to the nominal interaction point of
CMS must satisfy |zPV| < 24 cm and rPV < 2 cm, respectively. Nonphysical jets are removed by
loose jet identification criteria: each jet must contain at least two PF candidates, one of which
is a charged hadron, and the jet energy fraction carried by neutral hadrons and photons must
be less than 99%. These criteria remove less than 1% of genuine jets.

Only events with at least two jets up to an absolute rapidity of |y| = 5.0 are selected and
the two jets leading in pT are required to have transverse momenta greater than 50 GeV and
|y| < 3.0. The missing transverse momentum is defined as the negative vector sum of the
transverse momenta of all PF candidates in the event. Its magnitude is referred to as pmiss

T .
For consistency with previous jet measurements by CMS, pmiss

T is required to be smaller than
30% of the scalar sum of the transverse momenta of all PF candidates. For dijet events, which
exhibit very little pT imbalance, the impact is practically negligible.

4 Measurement of the triple-differential dijet cross section
The triple-differential cross section for dijet production is defined as

d3s

dpT,avgdy⇤dyb
=

1
eLeff

int

N
DpT,avgDy⇤Dyb

,

where N denotes the number of dijet events within a given bin, Leff
int the effective integrated

luminosity, and e the product of trigger and event selection efficiencies, which are greater than
99% in the phase space of the measurement. Contributions from background processes, such
as tt production, are several orders of magnitude smaller and are neglected. The bin widths are
DpT,avg, Dy⇤, and Dyb.



TRIPLY-DIFFERENTIAL DI-JET PRODUCTION  —  TH VS. DATA

21

๏ large NP corrections  
@  low-

๏ EW corrections only impacts  
  high-   

        &   

๏ improved description of data  
 &  reduced uncertainties

pT,avg

⇝ pT,avg
yb, y* < 1

[Chen, Gehrmann, Glover, AH, Mo '22]



TRIPLY-DIFFERENTIAL DI-JET PRODUCTION  —  FC VS. LC

22

๏ large SLC contributions 
  low-      30–60% 
  med-    small  
  high-    

๏ LC  FC 
   enhancement

๏ grids with FC very desirable! 
  resolve tension with other 

      datasets?

↪ pT,avg ↭
↪ pT,avg ↭ | ⋅ |
↪ pT,avg ↭ −20 %

→
↪ +5 %

↪
[NNPDF4.0]

[Chen, Gehrmann, Glover, AH, Mo '22]



IDENTIFIED OBJECTS  —  CHALLENGES IN TH VS. EXP
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ISOLATED PHOTONS  γ + jet JET FLAVOUR  Z + b-jet   HADRONS⇝
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[Chen, Gehrmann, Glover, Höfer, AH ’19]

[Gauld, Gehrmann-De Ridder, Glover, AH, Majer ’20]

๏ Exp:                          fixed cone  

๏ TH:                           smooth cone 

Physik-Institut

hard cone isolation - I

Idea/Concept

– define cone with fixed R

– integrate all hadronic ET within the cone

– set upper limit:

Ehad

T  Emax

T (p�
T ) = "p�

T + E thres

T

r

Ehad
T

R

Emax
T

technical complications

[Les Houches 2009, 2011, 2015 ...]

– direct component 3, fragmentation component 3

– fragmentation functions Di� (i = g, q, q̄) are complicated objects

[M.Gluck et al. 1995; L.Bourhis et al.,hep-ph/9704447]

– Di� : O(↵em) or O(↵em/↵s) ?

– Emax

T ! 0 eliminates fragmentation contribution but is IR unsafe

06/06/2019 photon isolation Page 5

Physik-Institut

smooth cone isolation

Idea/Concept

[S.Frixione,hep-ph/9801442]

– make isolation condition r-dependent:

Ehad

T (r)  Emax

T (p�
T , r) = "p�

T

✓
1 � cos r
1 � cosR

◆n

8r  R

– Emax

T (p�
T , r) �!r!0

0: direct comp. 3, frag. comp. 7

– IR safe

tight isolation parameters

[Les Houches 2013, 2015; S.Catani et al.,1802.02095]

– Problem: smooth profile cannot be implemented in experiment

– mimic experimental isolation with tight isolation parameters

r

Ehad
T

R

"dE
�
T

06/06/2019 photon isolation Page 7

๏ Exp:  anti-  

๏ TH:  flavour-

kT

kT

Rhorry Gauld, 01/06/2021  19

What happens if we apply anti-kT alg. as in an experimental set-up

Collinear safety

C ∝ αs ln[Q2/m2
b]

S ∝ α2
s ln2[Q2/m2

b]

Massless(5fs): infinite  
Massive(4fs): finite, but contains large corrections like

γ/Z → ll̄

q̄

q

b̄

b

g

γ/Z → ll̄q

q
Soft safety

InfraRed and Collinear safety

pl pl̄

k1

k2
k3

“ok” for tight isol. 

tune @ NLO? 

per-cent mismatch


unfolding 

𝒪(10%)

๏ -hadron 
Stripper

๏ antenna 
final-final

๏ …

B

[Czakon, 
Generet, Mitov, 
Poncelet '21]

[Gehrmann, 
Stagnitto '22]



 @ NNLO WITH FRAGMENTATIONγ + jet
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smooth cone fixed cone⟷

maybe ok at NLO;

matters at NNLO

few %

slight deterioration 
of agreement 

DEPENDENCE ON Da→γ

๏ BFG II  vs.  ALEPH

๏ differences on  
  2 – 4%

๏ frag. contrib.   
   differences

๏ access to  @ LHC 
  new observables? 
  NNFrag? 
  …

dσ/dpγ
T

⇝

× 10−1

⇝ 𝒪(1)

Da→γ
↪
↪
↪

[Bourhis, Fontannaz, Guillet '98]

[ALEPH collab. '96]



CONCLUSIONS & OUTLOOK  PART 1

๏ NNLO QCD calculations in good shape

‣   essentially solved

‣   new frontier    methods reaching maturity

‣ loop amplitudes becoming a bottleneck again

‣ in the quest for percent-level theory    mixed QCD EW important

๏ dissemination of results

‣ public codes  (MCFM, Matrix),  nTuples,  …

‣ fast interpolation grids    APPLgrid fastNLO PineAPPL  (anyway needed in fitting)

๏ identified objects    mismatch in TH vs. Exp/NNLO

‣ photon isolation,  flavour tagging,  hadron fragmentation, …

2 → 2

2 → 3 ↭

↭ ×

↭

↭

25



1. NNLO predictions for the LHC

‣ jets & interpolations grids


‣ identified photons & fragmentation


2. Differential N3LO

‣ Higgs & fiducial power corrections


‣ Drell-Yan & PDFs


3. Bayesian approach to MHO

‣ the  model & correlations


4. Summary & Outlook

abc

THE PLAN.



HIGGS  @ N3LO  —  INCLUSIVE* PREDICTIONSggH
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σggH

[Anastasiou, Duhr, Dulat, Herzog, Mistlberger '15]

* analytically integrated over emissions:   extremely fast;    idealised setup⊕ ⊖

üȴʿŒɫƌɻ Ǉʞȋȋˈ ƌǩǇǇƟɫƟȣʉǩŒȋ ´�ࠊ£

σ£ࠊ�´
ʉȴʉ = 48.68T#+2.07 T#

Ɛ3.16 T#
�ȣŒɻʉŒɻǩȴʞࢁ Ɵʉ Œȋࡱ ࢂࠌࠈࢪ �ǩɻʉȋŷƟɫǊƟɫࢁ ࢂࠏࠈࢪ

! ŒȣŒȋˈʉǩƁ ǩȣʉƟǊɫŒʉǩȴȣ ȴǇ Ǉʞȋȋ ɠǞŒɻƟ ɻɠŒƁƟ
" ȣȴ ǩȣǇȴɫȝŒʉǩȴȣ ȴȣ ˨ȣŒȋ ɻʉŒʉƟ
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! ŒȣŒȋˈʉǩƁ ǩȣʉƟǊɫŒʉǩȴȣ ȴʻƟɫ ä+5 Ɵȝǩɻɻǩȴȣɻ
" ɠŒɫʉǩŒȋ ǩȣǇȴɫȝŒʉǩȴȣ ȴȣ ˨ȣŒȋ ɻʉŒʉƟ

ȴȣȋˈ y> ! ȣȴ ƌƟƁŒˈ ȅǩȣƟȝŒʉǩƁɻ
ȣȴ ǩȣǇȴɫȝŒʉǩȴȣ ȴȣ ˨ȣŒȋ࢙ɻʉŒʉƟ ɠŒɫʉȴȣɻ

[Dulat, Mistlberger, Pelloni ’18]

dσggH/dY

nice convergence of 
perturbative expansion

differential info lost: 
  Higgs kinematics, QCD radiation, …↪
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�o+ ॸ 13 h2o
" pγ1

h > 0.35 ·mγγ

" pγ2
h > 0.25 ·mγγ

" |yγ | < 2.37

" ɫƟǽƟƁʉ 1.37 < |yγ | < 1.52 ࢎŷŒɫɫƟȋ࢙ƟȣƌƁŒɠࢍ
" ɛǛȰʂȰȠ ǦɵȰȈŒʂǦȰȠ ǩȣ ∆R < 0.2

↪→
∑

∆Riγ<0.2

ph,i < 0.05 · Eγ
h

dσpp→H
dσpp→H

dY

INCLUSIVE FULLY DIFFERENTIAL๏ Projection-to-Born:

๏ idea:  
restore differential info 
of an inclusive calculation  
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[VBF @ NNLO: Cacciari et al. ’15] 
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๏ linear fiducial power corrections!

4

III. THE TOTAL FIDUCIAL CROSS SECTION

If (and only if) the singular distributional structure of
d�(0)

/dqT is known, the qT spectrum can be integrated
to obtain the total cross section. This is the basis of qT
subtractions [44],

� = �
sub(qo↵

T
)+

Z
dqT


d�

dqT
�

d�sub

dqT
✓(qT  q

o↵

T
)

�
. (14)

Here, d�sub = d�(0)[1+O(qT /mH)] contains the singular
terms, with �

sub(qo↵
T

) its distributional integral over qT 

q
o↵

T
, while the term in brackets is numerically integrable.

Taking �
sub

⌘ �
sing, we get

� = �
sing(qo↵

T
) +

Z
q
off
T

0

dqT
d�nons

dqT
+

Z

q
off
T

dqT
d�

dqT
, (15)

which is exactly the integral of Eq. (13). The subtrac-
tions here are di↵erential in qT , where qo↵T ⇠ 10�100GeV
determines the range over which they act and exactly
cancels between all terms.

To integrate d�nons
/dqT in Eq. (15) down to qT = 0,

we parametrize the fixed-order coe�cients in Eq. (12) by
their leading behavior,

qT
d�nons

FO

dqT

����
↵n

s

=
q
2

T

m
2

H

2n�1X

k=0

ak ln
k q

2

T

m
2

H

+ · · · , (16)

and perform a fit to this parameterization, which we then
integrate analytically. To obtain reliable, unbiased fit re-
sults, we must account for the uncertainties in the pa-
rameterization from yet higher-power corrections. We
do so by including additional higher-power coe�cients
as nuisance parameters. In the fiducial case, we include
all O(q3

T
/m

3

H
) coe�cients. The fit procedure is an ex-

tension of the one described in Refs. [103, 104]. It has
been validated extensively, and more details will be given
elsewhere. As a benchmark, we correctly reproduce the
↵s (↵2

s
) coe�cients of the total inclusive cross section to

better than 10�5 (10�4) relative precision.
At N3LO, we use existing NNLOjet results [41, 42] to

get nonsingular data for 0.74GeV (4GeV)  qT  q
o↵

T

for inclusive log bins (for inclusive and fiducial linear
bins). While these data are not yet precise enough to-
wards small qT to give a stable fit on their own, we ex-
ploit that in the inclusive case, the known ↵

3
s
coe�cient

of the total inclusive cross section [25, 105] provides a
su�ciently strong additional constraint to obtain a reli-
able fit. In the fiducial case, we exploit that the inclusive
and fiducial ak arise from the same Y -dependent coef-
ficient functions integrated either inclusively or against
A(0, Y ;⇥). At NLO and NNLO, their ratios are between
0.4 to 0.55. At N3LO, we thus perform a simultaneous
fit to inclusive and fiducial data, using this range as a
1� constraint on the ratio of fiducial and inclusive ak.

FIG. 2. Fiducial and nonsingular power corrections integrated
up to qT  q

cut
T . The yellow band shows �nons from the fit.
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FIG. 3. Total fiducial gg ! H ! �� cross section at fixed or-
der and including resummation, where �resum ⌘ �qT ��' �
�match, compared to preliminary ATLAS measurements [26].

This yields a stable fit, with an acceptable ⇠ 0.1 pb un-
certainty for the fiducial nonsingular integral (�nons).

The often-used qT slicing approach amounts to taking
q
o↵

T
! q

cut

T
⇠ 1GeV and simply dropping the power cor-

rections below q
cut

T
. The nonsingular and fiducial power

corrections are shown in Fig. 2. The latter are huge at
↵
3
s
, and even at ↵

2
s
only become really negligible below

q
cut

T
<
⇠ 10�2 GeV. This is why it is critical for us to

include them in the subtractions (and to resum them).
The remaining nonsingular corrections at ↵

3
s
are about

ten times larger than at ↵
2
s
, and at q

cut

T
= 1 � 5GeV

still contribute 5 � 10% of the total ↵3
s
coe�cient. To-

gether with the current precision of the nonsingular data,
this makes the above di↵erential subtraction procedure
essential to our results.

Evaluating Eq. (15) either at fixed order or including
resummation, we obtain our final results for the total
fiducial cross section presented in Fig. 3. The poor con-
vergence at fixed order is largely due to the fiducial power

[Billis, Dehnadi, Ebert, Michel, Tackmann '21] 

  can be cured  
     by resummation


  hard  should not  
     need resummation

⊕

⊖ σfid.
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Linear ptH dependence of H acceptance, f(ptH) → impact on perturbative series

3

resonance such as a Z or Higgs boson. Refs. [1–3] noted that the common practice at

the time, of applying identical minimum thresholds on the transverse momenta of the two

objects (“symmetric cuts”), led to sensitivity to configurations with a small transverse

momentum imbalance between the two objects, where perturbative calculations could be

a↵ected by enhanced (though integrable) logarithms of the imbalance. Ultimately, the

discussions in those papers resulted in the widespread adoption of so-called “asymmetric”

cuts whereby one chooses di↵erent transverse-momentum thresholds for the harder and

softer of the two jets.

In recent years, QCD calculations have made amazing strides in accuracy (for a review,

see Ref. [4]), reaching N3LO precision for key 2 ! 1 processes, both inclusively [5–8]

and di↵erential in the rapidity [9, 10] and in the full decay kinematics [11–13]. As the

calculations have moved forwards, an intriguing situation has arisen in the context of gluon-

fusion Higgs production studies, where the calculations are arguably the most advanced.

For this process, inclusive cross sections and cross sections di↵erential in the Higgs boson

rapidity show a perturbative series that converges well at N3LO. However, calculations for

fiducial cross sections, which include asymmetric experimental cuts on the photons from

H ! �� decays, show poorer convergence and significantly larger scale uncertainties [11,

12]. Furthermore, it turns out that to obtain the correct N3LO prediction, it is necessary

to integrate over Higgs boson transverse momenta that are well below a GeV, which is

physically unsettling (albeit reminiscent of the early observations in Ref. [1–3]).

Refs. [12, 14] have noted that such problems (which appear to be present to a lesser

extent also in the context of Drell-Yan studies) are connected with the fact that both

asymmetric and symmetric cuts yield an acceptance for H ! �� decays, f(pt,h), that has

a linear dependence on the Higgs boson transverse momentum pt,h [15, 16]:

f(pt,h) = f0 + f1 ·
pt,h

mh

+O

 
p
2
t,h

m2
h

!
. (1.1)

In section 2, concentrating on the H ! �� case, we will review how this linear depen-

dence arises and we will also examine its impact on the perturbative series with a simple

resummation-inspired toy model for its all-order structure. That model implies that any

power-law dependence of the acceptance for pt,h ! 0 results in a perturbative series for the

fiducial cross section that diverges (�1)n↵n
sn!, i.e. an alternating-sign factorial divergence,

coming predominantly from very low pt,h values.

Factorial growth implies that, however small the value of ↵s, the perturbative series will

never converge. Non-convergence of the series is a well known feature of QCD, notably be-

cause of the same-sign factorial growth induced by infrared QCD renormalons [17]. In that

context, the smallest term in the series is often taken as a fundamental non-perturbative

ambiguity. The alternating-sign factorial growth that we see is di↵erent, in that the sum

of all terms can be made meaningful, with the help of resummation. However, fixed-order

perturbative calculations still cannot reproduce that sum to better than the smallest term

in the series. As is commonly done with infrared renormalon calculations, one can express

the size of the smallest term in the series as a power of (⇤/mh), where ⇤ ⌘ ⇤qcd ⇠ 0.2 GeV

is the fundamental infrared scale of QCD. The power that emerges with standard H ! ��
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Growth

“with cuts” / “no cuts”

[from slides by Salam, Les Houches ’21] 

๏ Linear  dependence

‣ factorial growth for fixed-order


‣ sensitivity to very low 

pH
T

pH
T

f(pH
T ) = f0 + f1 ⋅ pH

T + 𝒪((pH
T )2)

σasym − f0 σinc.

σ0 f0
≃ 0.18αs

− 0.15α2
s

+ 0.31α3
s

+ …

≃ 0.12 @ N3LL

ACCEPTANCE   f(pH
T )

[Frixione, Ridolfi ’97;  Ebert, Tackmann ’19 + Michel, Stewart ‘21;  Alekhin et al. ’21]

[Salam, Slade '21]
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2-body cuts, PhysTev 2021 @ Les HouchesGavin P. Salam

Linear ptH dependence of H acceptance, f(ptH) → impact on perturbative series

3

resonance such as a Z or Higgs boson. Refs. [1–3] noted that the common practice at

the time, of applying identical minimum thresholds on the transverse momenta of the two

objects (“symmetric cuts”), led to sensitivity to configurations with a small transverse

momentum imbalance between the two objects, where perturbative calculations could be

a↵ected by enhanced (though integrable) logarithms of the imbalance. Ultimately, the

discussions in those papers resulted in the widespread adoption of so-called “asymmetric”

cuts whereby one chooses di↵erent transverse-momentum thresholds for the harder and

softer of the two jets.

In recent years, QCD calculations have made amazing strides in accuracy (for a review,

see Ref. [4]), reaching N3LO precision for key 2 ! 1 processes, both inclusively [5–8]

and di↵erential in the rapidity [9, 10] and in the full decay kinematics [11–13]. As the

calculations have moved forwards, an intriguing situation has arisen in the context of gluon-

fusion Higgs production studies, where the calculations are arguably the most advanced.

For this process, inclusive cross sections and cross sections di↵erential in the Higgs boson

rapidity show a perturbative series that converges well at N3LO. However, calculations for

fiducial cross sections, which include asymmetric experimental cuts on the photons from

H ! �� decays, show poorer convergence and significantly larger scale uncertainties [11,

12]. Furthermore, it turns out that to obtain the correct N3LO prediction, it is necessary

to integrate over Higgs boson transverse momenta that are well below a GeV, which is

physically unsettling (albeit reminiscent of the early observations in Ref. [1–3]).

Refs. [12, 14] have noted that such problems (which appear to be present to a lesser

extent also in the context of Drell-Yan studies) are connected with the fact that both

asymmetric and symmetric cuts yield an acceptance for H ! �� decays, f(pt,h), that has

a linear dependence on the Higgs boson transverse momentum pt,h [15, 16]:

f(pt,h) = f0 + f1 ·
pt,h

mh

+O

 
p
2
t,h

m2
h

!
. (1.1)

In section 2, concentrating on the H ! �� case, we will review how this linear depen-

dence arises and we will also examine its impact on the perturbative series with a simple

resummation-inspired toy model for its all-order structure. That model implies that any

power-law dependence of the acceptance for pt,h ! 0 results in a perturbative series for the

fiducial cross section that diverges (�1)n↵n
sn!, i.e. an alternating-sign factorial divergence,

coming predominantly from very low pt,h values.

Factorial growth implies that, however small the value of ↵s, the perturbative series will

never converge. Non-convergence of the series is a well known feature of QCD, notably be-

cause of the same-sign factorial growth induced by infrared QCD renormalons [17]. In that

context, the smallest term in the series is often taken as a fundamental non-perturbative

ambiguity. The alternating-sign factorial growth that we see is di↵erent, in that the sum

of all terms can be made meaningful, with the help of resummation. However, fixed-order

perturbative calculations still cannot reproduce that sum to better than the smallest term

in the series. As is commonly done with infrared renormalon calculations, one can express

the size of the smallest term in the series as a power of (⇤/mh), where ⇤ ⌘ ⇤qcd ⇠ 0.2 GeV

is the fundamental infrared scale of QCD. The power that emerges with standard H ! ��
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Replace cut on leading photon → cut on product of photon pt’s
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Using product cuts dampens the factorial divergence
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[from slides by Salam, Les Houches ’21] 

๏ Quadratic  dependence

‣ suppress factorial growth


‣ fixed order    resummation

pH
T

≃

f(pH
T ) = f0 + f1 ⋅ pH

T + f2 ⋅ (pH
T )2 + 𝒪((pH

T )3)

σprod − f0 σinc.

σ0 f0
≃ 0.005αs

+ 0.002α2
s

− 0.001α3
s

+ …

≃ 0.006 @ N3LL

ACCEPTANCE   f(pH
T )

[Salam, Slade '21]
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๏ no visible instabilities;  no “features” in the corrections;  very flat -factors


๏     NNLO  

K

N3LO ∼ × KN3LO

pγ1
T pγ2

T ≥ 0.35 ⋅ MH

pγ2
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๏ no visible 
instabilities 

  flat -factor 

๏      
  

↭ K

N3LO ≃
NNLO × KN3LO



DRELL—YAN @ N3LO  —   DEPENDENCEQ
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[Dulat, Duhr, Mistlberger ’20 ’21]

NNLO:       
(large cancellations) 


  artificially small?


N3LO:       

1 ∼ ± 20

↪
1 ∼ ± 2

Z/γ*

W+ W−

resonance region    non-overlapping bands;  ?! ↭ ΔNNLO
scl ≃ ΔN3LO

scl



DRELL—YAN @ N3LO  —   DISTRIBUTIONSYV
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[Chen, Gehrmann, Glover, AH, Yang, Zhu ‘21,‘22]4

Fixed order �pp!�⇤(fb)

LO 339.62+34.06
�37.48

NLO 391.25+10.84
�16.62

NNLO 390.09+3.06
�4.11

N3LO 382.08+2.64
�3.09 [14]

N3LO only qcutT = 0.63 GeV qcutT ! 0 fit [14]

qg �15.32(32) �15.34(54) �15.29

qq̄ + qQ̄ +5.06(12) +5.05(12) +4.97

gg +2.17(6) +2.19(6) +2.12

qq + qQ +0.09(13) +0.09(17) +0.17

Total �7.98(36) �8.01(58) �8.03

TABLE I: Inclusive cross sections with up to N3LO
QCD corrections to Drell-Yan production through
a virtual photon. N3LO results are from the qT -
subtraction method and from the analytic calculation
in [14]. Cross sections at central scale of Q = 100 GeV
are presented together with 7-point scale variation.
Numerical integration errors from qT -subtraction are

indicated in brackets.

NNLOJET and SCET predictions involve logarithms up
to ln6(Q/q

cut
T ), which become explicit in the SCET cal-

culation. The NNLOJET calculation produces the same
large logarithms but with opposite sign, as well as power
suppressed logarithms (qcutT )m lnn(Q/q

cut
T ), where m � 2

and n  6. The physical N3LO total cross section con-
tribution must not depend on the unphysical cuto↵ q

cut
T ;

therefore it is important to choose a su�ciently small qcutT
to suppress such power corrections.

Figure 2 demonstrates the dependence on q
cut
T of the

SCET+NNLOJET predictions is negligible for values be-
low 1 GeV. In fact, for all partonic channels except qg,
the cross section predictions become flat and therefore
reliable already at qcutT ⇠ 5 GeV. It is only the qg chan-
nel that requires a much smaller q

cut
T , indicating more

sizeable power corrections than in other channels.

Also shown in Fig. 2 in dashed lines are the inclusive
predictions from [14], decomposed into di↵erent partonic
channels. We observe an excellent agreement at small-qT
region with a detailed comparison given in Table I. We
present total cross sections at small qcutT value (0.63 GeV)
and results from fitting the next-to-leading power sup-
pressed logarithms with q

cut
T extrapolated to zero. This

agreement provides a fully independent confirmation of
the analytic calculation [14], and lends strong support to
the correctness for our qT -subtraction-based calculation.
We observe large cancellations between qg channel (blue)
and qq̄ channel (orange). While the inclusive N3LO cor-
rection is about �8 fb, the qg channel alone can be as
large as �15.3 fb. Similar cancellations between qg and
qq̄ channel can already be observed at NLO and NNLO.
The numerical smallness of the NNLO corrections (and
of its associated scale uncertainty) is due to these cancel-

FIG. 3: Di-lepton rapidity distribution from LO to
N3LO. The colored bands represent theory uncer-
tainties from scale variations. The bottom panel is
the ratio of the N3LO prediction to NNLO, with dif-

ferent cuto↵ q
cut
T .

lations, which may potentially lead to an underestimate
of theory uncertainties at NNLO.
In Fig. 3, we show for the first time the N3LO pre-

dictions for the Drell-Yan di-lepton rapidity distribution,
which constitutes the main new result of this Letter. Pre-
dictions of increasing perturbative orders up to N3LO
are displayed. We estimate the theory uncertainty band
on our predictions by independently varying µR and µF

around 100 GeV with factors of 1/2 and 2 while elimi-
nating the two extreme combinations (7-point scale vari-
ation). With large QCD corrections from LO to NLO,
the NNLO corrections are only modest and come with
scale uncertainties that are significantly reduced [5, 7, 8].
However, as has been observed for the total cross sec-
tion, the smallness of NNLO corrections is due to cancel-
lations between the qg and qq̄ channels. Indeed, Fig. 3
shows clearly that the N3LO correction is large compared
with NNLO, and that the NNLO scale uncertainty band
fails to overlap with N3LO over the full rapidity range.
It should however be noted that the uncertainties from
PDFs, especially from the missing N3LO e↵ects in their
evolution, can be at the percent level [14], which high-
lights the necessity for a consistent PDF evolution and
extraction at N3LO in the future.
In the bottom panel of Fig. 3, we show the ratio of

the N3LO rapidity distribution to the previously known
NNLO result [7, 8]. As can be seen, the corrections are
about �2% of the NNLO results, and are flat over a
large rapidity range. There is minimal overlap between
the scale uncertainty bands only at large y�⇤ . To test the
numerical stability at N3LO, three values of qcutT are ex-
amined in the bottom panel. We observe the qcutT depen-

|yγ* | yW+ yW−

๏ same collider @     almost universal NNLO  N3LO corrections!

๏  &  processes probe different parton content across   (valence  vs. , …) 

13 TeV ⇝ →

NC CC± YV u d



DRELL—YAN @ N3LO  —  COLLIDER DEPENDENCE
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[slides from C. Duhr: TH colloquium ’22]

main difference from: 
    collider energy


very similar between: 
     vs. pp pp̄

no “odd” scale  
behaviour @ 2 TeV



๏ purely resummed  
spectrum 

  PDF uncertainties

pZ
T

↭

๏ N3LO evolution 
  4-loop splitting functions

๏ aN3LO PDFs  (MSHT) 

↭

ggH:           VBF:   δσN3LO ↘ δσN3LO ↗

syst. differences between PDFs


PDF(NNLO  N3LO)   (?)→ δσN3LO ↗

N3LO PARTON DISTRIBUTION FUNCTIONS

36

[Moch, Ruijl, Ueda, Vermaseren, Vogt '17,'18,'22, in progress]

[McGowan, Cridge, Harland-Lang, Thorne ‘22]

[Neumann, Campbell ’22]

g c



CONCLUSIONS & OUTLOOK  PART 2

๏ N3LO predictions are key to reach percent-level accuracy

‣ computation of inclusive  processes very mature    ggH, DY, VBF, VH, … 

‣ differential predictions for ”colour neutral” appearing 
  relies on very stable NNLO “+jet” calculation

‣ but:  performance of slicing methods very poor    (10M) CPU core hours

๏ Fiducial cuts    linear power corrections  (other processes?) 
  crucial for practicability of  slicing approaches

๏ Inadequacies in traditional scale variations    DY @ N3LO 
  effect from missing N3LO PDFs? 
  more robust TH uncertainties desirable 

      (Padé approximant, Bayesian models, PMC, series transforms, …) 

2 → 1 ↭

pp →
↭

↭ 𝒪

↭
↪

↭
↪
↪
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1. NNLO predictions for the LHC

‣ jets & interpolations grids


‣ identified photons & fragmentation


2. Differential N3LO

‣ Higgs & fiducial power corrections


‣ Drell-Yan & PDFs


3. Bayesian approach to MHO

‣ the  model & correlations


4. Summary & Outlook

abc

THE PLAN.



WHAT IS THE UNCERTAINTY  OF MY RESULT?ΔTH

๏ increasingly urgent to address with    (  HL-LHC) 

‣ what does  mean if  non-negligible?

‣ interpretation of data in need for robust :  PDF fits,   in ATLAS jets, …

๏ various sources that contribute to :

‣ , :  parametric uncertainties    exp. extraction 

‣ :  parton distribution functions (PDFs)    fits 

‣ :  hadronisation, UE, …    parton showers [e.g. HERWIG vs. PYTHIA] 

‣ :  missing higher-order (MHO) corrections 

ΔEXP ↘ ↭

5σ ΔTH

ΔTH χ2

ΔTH

Δαs
Δparam ↭

ΔPDF ↭

Δnon pert. ↭

ΔMHO
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Focus here 



CONVENTIONAL APPROACH FOR  — SCALE VARIATIONΔMHO

๏ approximation for an observable  @  (next-to-)  leading order:

‣ N LO:

๏ truncation of series induces a sensitivity to terms of the next order

n

n

40

Σ ≃ Σn(μ) =
n

∑
k=0

Σ(k)(μ)
∝ αn0+k

s

μ
d

dμ
Σn(μ) = 𝒪(αn0+n+1

s ) = 𝒪(ΔMHO)

Canonical scale variation

Canonical method: Scale Variation

Variation by a factor of 2 about a “central” scale µ0

⌃ ⇡ ⌃NnLO(µ0) ± max
µ0/2µ2µ0

|⌃NnLO(µ) � ⌃NnLO(µ0)|

�0 2�0�0/2
�

�pert

un
ce

rta
int

y

central

value

Very often, the uncertainty is left asymmetric

Marco Bonvini Probabilistic definition of the perturbative theoretical uncertainty from missing higher orders 10

convention:  
[½,2]

µ0 = 2ĤT

yb 2 [0, 1] y
⇤ 2 [1, 2]

0.125 0.25 0.5 1 2 4 8 0.125
0.25

0.5
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8
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0.035
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0.038
0.039
0.04

�R

�F

⇝
(μR, μF)

“7-point”

electroweak (EW):

  scheme dependence

  
↪
↪ α ≪ αs



ISSUES WITH STANDARD SCALE VARIATIONS

๏ known to be insufficient:

‣ exclusive jet(s)  (veto) 

‣ ratios  (correlation?) 

‣ cancellations  (e.g.   vs.  in DY) qq̄ qg
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Figure 3: The cross sections for producing a W+ (left) or W� (right) as a function of the

virtuality Q normalised to the N3LO prediction. The uncertainty bands are obtained by

varying µF and µR around the central scale µcent = Q. The dashed magenta line indicates

the physical W boson mass, Q = mW .

virtual photon production in ref. [10], hinting once more towards a universality of the

QCD corrections to these processes.

Figure 4: The cross sections for producing a W+ (left) or W� (right) as a function of

the virtuality Q. The uncertainty bands are obtained by varying µF and µR around the

central scale µcent = Q/2. The dashed magenta line indicates the physical W boson mass,

Q = mW .

Figure 4 shows the scale variation of the cross section with a di↵erent choice for the

central scale, µcent = Q/2. It is known that for Higgs production a smaller choice of the

factorisation scale leads to an improved convergence pattern and the bands from scale

variations are strictly contained in one another. We observe here that the two scale choices

share the same qualitative features.

The fact that the scale variation bands do not overlap puts some doubt on whether

it gives a reliable estimate of the missing higher orders in perturbation theory, or whether

other approaches should be explored (cf., e.g., refs. [85, 86]). In ref. [10] it was noted that

for virtual photon production there is a particularly large cancellation between di↵erent

initial state configurations. We observe here the same in the case of W boson production.

This cancellation may contribute to the particularly small NNLO corrections and scale

variation bands, and it may be a consequence of the somewhat arbitrary split of the content

– 7 –

[Duhr, Dulat, Mistlberger ‘20] 

๏ choice of the central scale

‣ fastest apparent convergence (FAC) 
      

‣ principle of minimal sensitivity (PMS) 

      

‣ BLM/PMC

‣ …

๏ crucially:  no statistical interpretation!  
    need to do better

↪ Σ(n)(μFAC) = 0

↪ ∂
∂μ Σ(n)(μ)

μPMS

= 0

⇝

[Brodsky, Lepage, Mackenzie ’83]; [Brodsky, Di Giustino ‘12] 



๏ Sequence of perturbative corrections  normalised w.r.t. LO  (dimensionless) 

๏ Probability distribution for   , given  

δk

δn+1 δn = (δ0, δ1, …, δn)

42

PROBABILITY DISTRIBUTIONS FOR ΔMHO [Cacciari, Houdeau ’11] 

Σn = Σ(0) (1 + δ1 + … + δn)

P(δn+1 |δn) =
P(δn+1)
P(δn)

=
∫ dmp P(δn+1 | p) P0(p)
∫ dmp P(δn | p) P0(p)

Model:  




Priors:  

P(δn | p)
⊕

P0(p)

Hidden  
parameters


p

Known orders:  δn

Unknown orders: 
P(δn+1 |δn)

Bayes:  P(p |δk) ∝ P(δk | p) P0(p)


P(A, B) = P(A |B) P(B)

P(A) = ∫ dB P(A, B)

  ⇝ δk = 𝒪(αk
s )



THE CH MODEL

๏ perturbative expansion  bounded by a geometric series:   

‣ one hidden parameter:  

‣ constrain upper bound   from known orders 
    constraint on unknown coefficients 

๏ limitations:

‣  at what scale? why not:  ,  ,  ,  , … ?

๏ why not let the model figure out the expansion parameter itself?

δk = ck αk
s |ck | ≤ c̄ ∀k

c̄

c̄
⇝ cn+1

αs
αs

π
αs

2π
αs ln2(v) αs ln(v)

43

[Cacciari, Houdeau ’11] 

∑
k

δk ≤ ∑
k

|ck |αk
s ≤ ∑

k

c̄ αk
s



THE GEOMETRIC MODEL

๏ bounded by a geometric series with expansion parameter : 

๏ model: 

๏ priors:       

a

P0(a, c) = P0(a) P0(c)

44

[Bonvini ‘20] 

|δk | ≤ c ak ∀k

P(k)
geo(δk |a, c) =

1
2c ak

Θ(c −
|δk |
ak )

P0(a) = (1 + ω) (1 − a)ω Θ(a) Θ(1 − a)
1

2

3

0 0.5 1

ω = 0
ω = 1
ω = 2

P0(c) =
ε

c1+ε
Θ(c − 1)

  two model parameters:  ,  ↭ a c

    ( : regulator) ↭ dc/c ∼ d ln(c) ε

δk

P(k)
geo(δk |a, c)

−cak +cak
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THE INFERENCE STEP — GEOMETRIC SERIES: δk = (0.7)k

P(δ1) = ∫ da∫ dc P(1)
geo(δ1 |a, c) P0(a, c)

๏ LO     > δ0 ≡ 1
P0(a, c) = Θ(a) Θ(1 − a) P0(c)

1

0 0.5 1

0

0.5

1

1.5

2

2.5

3

3.5

4

0 0.5 1 1.5 2 2.5 3 3.5

n = 0

no inference yet! 

 entirely determined  

by the model & priors
P(δ1)

P(a)

chose  for

flat prior in 

ω = 0
a

very broad distribution
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P(δ2 |δ1) = ∫ da∫ dc P(δ2 |δ1, a, c) P(a, c |δ1)

๏ LO     > 

๏ NLO  > 

δ0 ≡ 1

δ1 = 0.7

P(a, c |δ1) ∝ P(1)
geo(δ1 |a, c) P0(a, c)

∝ ∫ da∫ dc P(2)
geo(δ2 |a, c) P(1)

geo(δ1 |a, c) P0(a, c)

1

0 0.5 1
1

0 0.5 1

P0(a, c) = Θ(a) Θ(1 − a) P0(c) P(a)
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n = 0
n = 1

posterior likelihood prior⏟ ⏟ ⏟
Bayes’ theorem:


P(A |B) =
P(B |A) P(A)

P(B)
 independent: 
δk

P(δ2 |δ1) = P(δ2)

THE INFERENCE STEP — GEOMETRIC SERIES: δk = (0.7)k
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P(δ3 |δ1, δ2) ∝ ∫ da∫ dc
3

∏
k=1

[P(k)
geo(δk |a, c)] P0(a, c)

๏ LO     > 

๏ NLO  > 

๏ N2LO > 

δ0 ≡ 1

δ1 = 0.7

δ2 = 0.72

P(a, c |δ1) ∝ P(1)
geo(δ1 |a, c) P0(a, c)

P(a, c |δ1, δ2) ∝ P(δ2 |δ1, a, c) P(a, c |δ1)

∝ P(2)
geo(δ2 |a, c) P(1)

geo(δ1 |a, c) P0(a, c)

1

0 0.5 1
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4
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P0(a, c) = Θ(a) Θ(1 − a) P0(c) P(a)
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n = 0
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n = 2

Bayes’ theorem   
&  independence



also: 

a ∼ 0.7
c ∼ 1

localised

THE INFERENCE STEP — GEOMETRIC SERIES: δk = (0.7)k
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๏ LO     > 

๏ NLO  > 

๏ N2LO > 

๏ …

δ0 ≡ 1

δ1 = 0.7

δ2 = 0.72

P(a, c |δ1) ∝ P(1)
geo(δ1 |a, c) P0(a, c)

P(a, c |δ1, δ2) ∝ P(δ2 |δ1, a, c) P(a, c |δ1)

∝ P(2)
geo(δ2 |a, c) P(1)

geo(δ1 |a, c) P0(a, c)

P0(a, c) = Θ(a) Θ(1 − a) P0(c)

P(δn+1 |δn) ∝ ∫ da∫ dc
n

∏
k=1

[P(k)
geo(δk |a, c)] P0(a, c)

THE INFERENCE STEP — GEOMETRIC SERIES: δk = (0.7)k

can be solved analytically



THE  MODEL  —  ASYMMETRIC GEOMETRIC MODELabc

๏ geometric model is symmetric:      

๏ allow for different  lower & upper  bound:

๏ model: 

๏ priors:       

P(δ0, …, δn) = P( |δ0 | , …, |δn | ) ⇝ ⟨δn+1⟩geo = 0

P0(a, b, c) = P0(a) P0(b, c)

49

[Duhr, AH, Mazeliauskas, Szafron ‘21] 

b − c ≤
δk

ak
≤ b + c ∀k

P(k)
abc(δk |a, b, c) =

1
2c |a |k Θ(c −

δk

ak
− b )

P0(a) = 1
2 (1 + ω) (1 − |a | )ω Θ(1 − |a | )

P0(b, c) =
εηε

c1+ε
Θ(c − η)

1
2ξc

Θ(ξc − b)

  three model parameters:  ,  ,  ↭ a b c

δk

P(k)
abc(δk |a, b, c)

(b − c)ak (b + c)ak

bias/offset

  support:  [-1,+1]  (alternating ✔) ↭



A REAL-WORLD EXAMPLE  —    (OS  )mt ↭ MS

๏ estimate for  
‣

‣

mt − (mt)4

CI68 = [0.008, 0.046] GeV

CI95 = [−0.027, 0.112] GeV
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Figure 8. Top left panel: the probability distribution from the abc-model for the on-shell top
quark mass (mt)estn+1 evaluated at µR = mt and for different values of n. Top right panel: the same
distributions normalised to the exact Nn+1LO correction. Bottom left panel: the median (plus),
68% CI (errorbox) and 95% CI (errorbar) for the posterior of (mt)estn+1, computed from the abc
(blue) and geometric (red) models using information on the previous orders. The exact values of
(mt)n are shown as black circles. Bottom right panel: CIs scaled to the exact Nn+1LO correction.

For heavy quarks it is possible to perturbatively compute these renormalisation factors.
They can be used to define the scheme-conversion factor between the two schemes,

zm(µR) =
ZOS
m

ZMS
m (µR)

= m(µR)
m

=
∞∑

k=0

(
αs(µR)

π

)k

z(k)m (µR) . (4.8)

For heavy quarks zm(µR) is currently known up to four loops [76–78]. We can express the
on-shell mass as a series calculated in perturbative QFT

m = z−1
m (µR)m(µR) =

∞∑

k=0
m(k). (4.9)

In practice, one does not consider arbitrary µR but rather work with a self-consistent
definition of the m mass m(m). Thus for the quark masses we consider the scale as fixed
number rather than as a free parameter.

In figure 8 we show the probability distributions and CIs of the on-shell top quark mass
(mt)estn+1 = ∑n+1

k=0 m
(k) given the first n + 1 perturbative orders of the scheme-conversion

factor zkmt
(µR) evaluated at µR = mt. In the top left panel we see that the distributions
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Figure 8. Top left panel: the probability distribution from the abc-model for the on-shell top
quark mass (mt)estn+1 evaluated at µR = mt and for different values of n. Top right panel: the same
distributions normalised to the exact Nn+1LO correction. Bottom left panel: the median (plus),
68% CI (errorbox) and 95% CI (errorbar) for the posterior of (mt)estn+1, computed from the abc
(blue) and geometric (red) models using information on the previous orders. The exact values of
(mt)n are shown as black circles. Bottom right panel: CIs scaled to the exact Nn+1LO correction.

For heavy quarks it is possible to perturbatively compute these renormalisation factors.
They can be used to define the scheme-conversion factor between the two schemes,

zm(µR) =
ZOS
m

ZMS
m (µR)

= m(µR)
m

=
∞∑

k=0

(
αs(µR)

π

)k

z(k)m (µR) . (4.8)

For heavy quarks zm(µR) is currently known up to four loops [76–78]. We can express the
on-shell mass as a series calculated in perturbative QFT

m = z−1
m (µR)m(µR) =

∞∑

k=0
m(k). (4.9)

In practice, one does not consider arbitrary µR but rather work with a self-consistent
definition of the m mass m(m). Thus for the quark masses we consider the scale as fixed
number rather than as a free parameter.

In figure 8 we show the probability distributions and CIs of the on-shell top quark mass
(mt)estn+1 = ∑n+1

k=0 m
(k) given the first n + 1 perturbative orders of the scheme-conversion

factor zkmt
(µR) evaluated at µR = mt. In the top left panel we see that the distributions
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mt =
ZOS

m

ZMS
m (μR)

mt(μR)

= ∑
k

m(k)
t

strongly peaked  n ↗

positive corrections 
anticipated

⏟
⏟

CI68 CI95



WHAT TO DO WITH THE THE SCALE ?μ

๏     

‣

๏ geo 

‣ always entered around NNLO 

‣ very narrow peak

๏  

‣     anticipate pos. N3LO 

‣     bias slowly disappears

∀μ ⇝ P(δ3 |δ0, δ1, δ2; μ)

CI68/95

abc

μ/μ0 ≳ 1 ⇝

μ/μ0 ≲ 1 ⇝
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WHAT TO DO WITH THE THE SCALE ?μ

52

Fastest Apparent Convergence

Σn(μFAC) = Σn−1(μFAC)

μ(2)
FAC μ(3)

FAC

depends on order

might not be unique

๏     

‣

๏ two options:

1. invoke some principle to  
pick the “optimal” scale

‣ FAC, PMS, PMC, …

∀μ ⇝ P(δ3 |δ0, δ1, δ2; μ)
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WHAT TO DO WITH THE THE SCALE ?μ

52

Principle of Minimal Sensitivity

 
∂

∂μ Σn(μ) |μPMS
= 0

μ(2)
PMS μ(3)

PMS

depends on order

might not be unique

๏     

‣

๏ two options:

1. invoke some principle to  
pick the “optimal” scale

‣ FAC, PMS, PMC, …

∀μ ⇝ P(δ3 |δ0, δ1, δ2; μ)
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WHAT TO DO WITH THE THE SCALE ?μ

๏     

‣

๏ two options:

1. invoke some principle to  
pick the “optimal” scale

‣ FAC, PMS, PMC, …

2. combine different  

∀μ ⇝ P(δ3 |δ0, δ1, δ2; μ)

CI68/95

P(δn+1 |δn; μ)
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PRESCRIPTIONS FOR SCALES 

54

Scale Marginalisation (sm): 

๏ treat  as a hidden model parameter 
  &  marginalise over it:

๏   with prior:

μ

P(μ |δn) ∝ P(δn; μ) P0(μ)

Scale Average  (sa): 

๏  has no probabilistic interpretation 
    average over it:

๏ weight function:

μ
⇝

Psm(δn+1 |δn) = ∫ dμ P(δn+1, μ |δn)

= ∫ dμ P(δn+1 |δn; μ) P(μ |δn)

P0(μ) = 1
2μ ln F Θ(ln F − ln( μ

μ0
) ) w(μ) = 1

2μ ln F Θ(ln F − ln( μ
μ0

) )

Psa(δn+1 |δn) = ∫ dμ w(μ) P(δn+1 |δn; μ)

ln μ

μ0/F F μ0μ0μ =

[Duhr, AH, Mazeliauskas, Szafron ‘21] [Bonvini ‘20] 



PEAK OF THE DISTRIBUTIONS*

55

Scale Marginalisation (sm): 

๏ if    then 
  peaks at 

‣   dominated by ( ) term

‣ symmetric model 
      enhanced 

μFAC ∈ [μ0/F, F μ0]
Psm(δn+1 |δn) Σn(μFAC)

P(δn |μ) k = n

⇝ δn(μ) = 0

Scale Average  (sa): 

๏ if    then 
  peaks at 

‣ overlap between   
enhanced at stationary point 
     

μPMS ∈ [μ0/F, F μ0]
Psa(δn+1 |δn) Σn(μPMS)

P(δn+1 |δn; μ)

⇝ Σ′￼n(μPMS) ≈ 0

* for symmetric models, a convergent series, and reasonable assumptions

Choice of how to interpret the scale

has consequences for predictions!

[Duhr, AH, Mazeliauskas, Szafron ‘21] 



INCLUSIVE CROSS SECTIONS UP TO N3LO
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Figure 16. The 68% and 95% CIs for the VBF cross-sections for Higgs and di-Higgs production
for the geometric and abc-models using the sa- and sm-prescriptions. The scale variation intervals
using 7 and 9 points are shown for comparison.

As before the centre-of-mass energy is √
s = 13TeV. The central scale is given by the vector

boson momentum [123] and we take into account the dependence on both factorisation and
renormalisation scales. Computations were performed with the proVBFH code [124].

In the left panel of figure 16 we display the CIs for different models and prescriptions for
single Higgs VBF production. For n < 2 the Bayesian approach gives a larger uncertainty
(68% CIs) than the traditional scale variation. Because the NLO correction is negative,
the abc-model anticipates an alternating series, and consequently the CIs for n = 1 for
the abc-model are positively shifted compared to the NLO result. However, the NNLO
corrections are again negative, and for n = 2 all studied models and prescriptions give
very similar 68% CIs, although the abc-model has much larger 95% CIs than the geometric
model. For n = 3 the 68% CIs shrink even further and become somewhat smaller than the
scale variation intervals. For the single Higgs VBF cross-section (σVBF-H)n at n = 3 these
CIs are:

model prescription CI68 (fb) CI95 (fb) 7 point (fb) 9 point (fb)
abc sa [3.9306, 3.9357] [3.9287, 3.9478]

[3.9304, 3.9367] [3.9304, 3.9367]abc sm [3.9304, 3.9337] [3.9290, 3.9430]
geo sa [3.9305, 3.9343] [3.9287, 3.9385]
geo sm [3.9304, 3.9324] [3.9293, 3.9355]

We note that the sm-prescription gives much smaller CIs than the sa-prescription. In fact,
the 95% CIs of the scale-marginalised geometric model is smaller and does not contain
the scale-variation interval, demonstrating that the bounds discussed in section 2.3 do not
necessarily apply to the sm-prescription. In contrast the 95% CIs for the geometric model
in sa-prescription contain the scale variation intervals, as expected.

In the right panel of figure 16 we display the CIs for different models and prescriptions
for di-Higgs VBF production. We observe very good convergence of the cross-section, and
correspondingly the CIs from Bayesian inference shrink rapidly. We observe that the sa-
prescription gives larger CIs than the sm-prescription, which is due to the presence of an
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Figure 17. The 68% and 95% CIs for the neutral-current Drell-Yan cross-section and charged-
current lepton-charge asymmetry for the geometric and abc-models using the sa- and sm-
prescriptions. The scale variation intervals using 7 and 9 points are shown for comparison.

conventional 7-point scale variation at n = 2 [127]. The CIs for the neutral-current Drell
Yan cross-section (σDY-NC)n at n = 3 are:

model prescription CI68 (nb) CI95 (nb) 7 point(nb) 9 point (nb)
abc sa [45.6, 46.6] [44.8, 49.0]

[45.6, 46.4] [45.5, 46.4]abc sm [45.9, 46.5] [45.1, 48.3]
geo sa [45.5, 46.4] [44.6, 47.2]
geo sm [45.8, 46.3] [45.0, 46.9]

We observe that the 68% CIs are similar in size among themselves, and to the scale-
variation intervals, but the CIs from the abc-model are slightly shifted upwards in the
anticipation of a positive MHO correction.

In the right panel of figure 17 we show results for the lepton charge asymmetry for
µ0 = Q = mW . The perturbative expansion for AW (m2

W ) is quickly convergent with only
a mild scale dependence, because some corrections cancel in the ratio. The perturbative
coefficients feature a monotonic increase with the perturbative order, and the abc-model
correctly anticipates positive contributions from MHOs. The CIs from the abc-model are
slightly smaller than for the geometric model. We do not observe significant differences
between the sm- and sa-prescriptions, except for n = 3, where scale-marginalisation gives
more aggressive CIs. We note that the traditional 7-point scale variation intervals for
n = 0, 1 fail to include the next correction, but for n = 2 they are similar to the 68% CIs
obtained from Bayesian inference. The results for the CIs for AW (m2

W ) at N3LO are:

model prescription CI68 CI95 7 point 9 point
abc sa [0.1489, 0.1494] [0.1486, 0.1497]

[0.1488, 0.1493] [0.1485, 0.1494]abc sm [0.1491, 0.1494] [0.1488, 0.1497]
geo sa [0.1487, 0.1493] [0.1484, 0.1495]
geo sm [0.1490, 0.1494] [0.1485, 0.1495]
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Figure 17. The 68% and 95% CIs for the neutral-current Drell-Yan cross-section and charged-
current lepton-charge asymmetry for the geometric and abc-models using the sa- and sm-
prescriptions. The scale variation intervals using 7 and 9 points are shown for comparison.

conventional 7-point scale variation at n = 2 [127]. The CIs for the neutral-current Drell
Yan cross-section (σDY-NC)n at n = 3 are:

model prescription CI68 (nb) CI95 (nb) 7 point(nb) 9 point (nb)
abc sa [45.6, 46.6] [44.8, 49.0]

[45.6, 46.4] [45.5, 46.4]abc sm [45.9, 46.5] [45.1, 48.3]
geo sa [45.5, 46.4] [44.6, 47.2]
geo sm [45.8, 46.3] [45.0, 46.9]

We observe that the 68% CIs are similar in size among themselves, and to the scale-
variation intervals, but the CIs from the abc-model are slightly shifted upwards in the
anticipation of a positive MHO correction.

In the right panel of figure 17 we show results for the lepton charge asymmetry for
µ0 = Q = mW . The perturbative expansion for AW (m2

W ) is quickly convergent with only
a mild scale dependence, because some corrections cancel in the ratio. The perturbative
coefficients feature a monotonic increase with the perturbative order, and the abc-model
correctly anticipates positive contributions from MHOs. The CIs from the abc-model are
slightly smaller than for the geometric model. We do not observe significant differences
between the sm- and sa-prescriptions, except for n = 3, where scale-marginalisation gives
more aggressive CIs. We note that the traditional 7-point scale variation intervals for
n = 0, 1 fail to include the next correction, but for n = 2 they are similar to the 68% CIs
obtained from Bayesian inference. The results for the CIs for AW (m2

W ) at N3LO are:

model prescription CI68 CI95 7 point 9 point
abc sa [0.1489, 0.1494] [0.1486, 0.1497]

[0.1488, 0.1493] [0.1485, 0.1494]abc sm [0.1491, 0.1494] [0.1488, 0.1497]
geo sa [0.1487, 0.1493] [0.1484, 0.1495]
geo sm [0.1490, 0.1494] [0.1485, 0.1495]
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VBF—H DY—NC AW = W+ − W−

W+ + W−

๏ :   bigger than 9pt

๏      alternating

๏ :  all prescriptions similar

n < 2 CI68

δ1 < 0 ⇝ abc

n > 2

๏  is large and outside of 9pt!

๏ similar unc.:  sa    9pt

๏ :  sm   others  ( ) 

๏ :  all prescriptions similar

δ3

≃

n = 2 ≪ μFAC

n = 3

๏ large cancellations in the ratio

๏ :  9pt performs poorly

๏    (anticipated by ) 

๏ size:      others

n < 2

(AW)n ↗ abc

abc ≲

overall: not radically different estimates for ΔMHO



DIFFERENTIAL DISTRIBUTIONS

๏ Bayesian approach also applicable to distributions 
    treat each bin individually    will not include correlations! 

๏ new challenges

‣ no longer “easy” to identify an appropriate hard scale   (up to rescaling)  
    inclusive ggH:    vs.   ?  Just let the model figure it out.

‣ differential distributions can probe different kinematic regimes 
    dynamical scale choice    many choices!  
    e.g. in jet production:   ,   ,   ,  ,  , …

‣ re-cycling via quadrature limited    ideally interpolation grids 

⇝ ↭

μ0
⇝ MH

1
2 MH

⇝ ↭
⇝ pj

T pj1
T ⟨pj

T⟩avg HT ≡ ∑
i∈jets

pi
T ĤT ≡ ∑

i∈partons

pi
T

⇝
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W-BOSON + JET PRODUCTION
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๏ :  

‣  bigger than 9pt

‣   captures pos. shift
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‣ almost identical bands

‣  very robust
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DI-PHOTON PRODUCTION
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๏ example where 9pt fails

‣ large corrections

‣

‣ no sign of convergence

๏ :  

‣    2-3    9pt

๏ :  

‣ marginal overlap for  geo

‣ differences in size & position 

‣ ideally N3LO for robust 

๏ sm    sa

‣ large corrections  
prohibit FAC points

ΔNNLO
MHO ≳ ΔNLO

MHO

n < 2

CI68 ∼ ×

n = 2

ΔMHO

≃



THE PROBLEM WITH JETS…
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:  infrared sensitivity μ0 = pj
T :  recommendationμ0 = ĤT
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instability 
at low pT

?



THE PROBLEM WITH JETS…  PERSISTS
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:  infrared sensitivity μ0 = pj
T :  recommendationμ0 = ĤT [Currie et al. ‘18] 
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larger NLO 
ΔMHO

barely any 
difference 
at NNLO


 captures

positive 

corrections

abc

non-trivial change of dynamical scales 
cannot be captured by a simple re-scaling



WORK IN PROGRESS  — CORRELATIONS

๏ idea:  if two bins show similar (opposite) perturbative behaviour 
  two bins should be partially (anti-)correlated.

๏ we want:  joint probability distribution  for two bins  &  
  preserve projections for compatibility: 

 
 
 

  hidden parameter    to smoothly implements the correlation

๏ possibilities:  algorithmic “earth movers distance”;  map  onto , … 
  can be done much simpler 

      

↪

P(x, y) x y
↪

↪ −1 < c < + 1

P(x) P(y)
↪

62

P(x) = ∫ dy P(x, y) = ∫ dz P(x, z)



WORK IN PROGRESS  — CORRELATION MODEL IN miho

๏ projections of multi-dim. Gaussians (+ correlation matrix) are again Gaussian 
  map  onto Gaussians, implement correlations, map back↪ Pi

63

× = ⇝
c = − 0.5 c = 0 c = 0.9

use inference to constrain c



CONCLUSIONS & OUTLOOK  PART 3

๏ Bayesian inference is a powerful framework to estimate 

‣ statistical interpretation     

‣ exposes our assumptions & biases clearly    model & priors 

‣ but:  it is not more reliable than scale variation    careful analysis required 

๏ typically for  :    9pt ;   :    9pt 

๏ public code:  ミホ (miho)      https://github.com/aykhuss/miho

๏ future directions

‣ correlations  (PDF fits & data interpretation) 

‣ marginalisation over models,  …

ΔMHO

↭ P(δn+1 |δn)

↭

⇝

n < 2 CI68 > n ≥ 2 CI68 ≃

⇝
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Thank you!


