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Introduction
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Data is collected from many sites and written into an Elastic Search database at CERN

The data is then written into pickle files for easier analysis

Require 5 measurement of benchmarks and workloads (except at CERN)

Workloads are run 3 times and the geometric-mean is taken minimize spurious results
[ same method as used for HEPSpec06 ]

Some very minor clean-up cuts also applied to remove outliers

Results found at https://rjsobie.web.cern.ch/rjsobie/benchmarks.html

Jargon:
HS == HEPSpec06 (there is a 32-bit and a 64-bit version) WLCG uses the 32-bit version
SP == SPEC2017 (there is an “intrate” and “cpp” version)
System == (CPU, site, HT, cores)



Reconfirm HEPSpec06 and SPEC2017
HEPSpec06 32/64bit and SPEC2017 intrate/cpp
HEPSpec06 32bit is the WLCG standard

Randall Sobie     Univeristy of Victoria 3

Tables and plots
Organized by AMD/Intel,  HT (hyperthreading on/off) System = (CPU, site, HT, cores)

HEPSPEC06 32bit: 72 systems and 1778 measurements
SPEC2017 intrate: 58 systems and 1025 measurement

Not all sites had SPEC2017 licenses



HEPSpec06 32-bit table and histograms
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Individual histograms of each system
(red = HT off). (blue = HT on)
Most results consistent to <1%72 systems and 1778 measurements



HEPSPEC06, SPEC2017 plots I
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HEPSPEC06 32 vs 64 bit benchmarks
(per physical core)

Y (64bit) = 1.15 X(32bit)
Fit (blue-line) constrained to (0,0)

Red points HT Off
Black points HT ON

Circles AMD
Triangles Intel

Tables available on web site



HEPSPEC06, SPEC2017 plots II
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SPEC2017 intrate vs cpp
(per physical core)

Y(INT) = 0.94 X(CPP)
Fit (blue-line) constrained to (0,0)

Red points HT Off
Black points HT ON

Circles AMD
Triangles Intel

Tables available on web site



HEPSPEC06, SPEC2017 plots III
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SPEC2017 intrate vs HEPSPEC06-32bit
(per physical core)

Y(INT) = 0.134 X(32bit)
Fit (blue-line) constrained to (0,0)

Red points HT Off
Black points HT ON

Circles AMD
Triangles Intel

Tables available on web site



Workloads 
Run3 workloads for LHC experiments
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alice_gen_sim_reco

atlas_gen_sherpa
atlas_sim_mt
atlas_reco_mt

belle2_gen_sim_reco

cms_reco
cms_digi
cms_gen_sim

juno_gen_sim_reco

igwn_pe (Gravity Wave)

lhcb_gen_sim

Each workload has been run and validated on a set of CERN servers

Each workload is then run on the remote systems.

Workloads were provided over a many month period 
(reduce the number of CPU systems and measurements)



Example: CMS reco I
66 systems, 3000+ measurements
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Example: CMS reco II (table of HT off)
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Workloads vs HEPSpec06 and SPEC2017
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Plots of Workload results (events/s) vs HEPSpec06 
Normalized to the number of physical cores

Red HT Off 
Black HT On
Circle AMD
Triangle Intel

Measured deviation in y-axis is used as a metric (FOM)

Plots and tables of each of the 11 workloads vs 4 benchmarks



Example:  LHCb (gen_sim) vs HS06-32 and SP-Int
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Impact of hyper-threading
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Observation:

Some workloads have a higher benchmark 
relative to HS06 with HT off

HT off red
HT on black



Workloads vs HS/SP - Mean deviation from fit
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Workloads are more correlated with 
SPEC2017 than HEPSpec06

Conclude that the workloads are not 
wildly inconsistent with HS/SP

Consider the “deviation” from HS/SP 
as a feature of the workload



Workloads vs Workloads
50 combinations
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W vs W  - mean deviation from fits
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Matrix gives an indication of the 
correlation between the 
workloads

Could be used to help determine 
optimal workloads for HEPScore

Should we drop some 
workloads that are highly 
correlated with each other?
(speed up the time to run HEPScore) 



W vs W - Top 5 CPU architectures
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The following CPU architectures account for >80% 
of the ATLAS and CMS usage on the Grid:

Rome 
Broadwell
Haswell
Cascade Lake 
Skylake

Should we develop a HEPScore based on the 
performance on the Top5 architectures?
Likely these CPUs will become more prevalent in the future

CMS ATLAS

Results courtesy of Andrea Sciaba



ATLAS (sim_mt) vs CMS (reco) for All and Top5 CPUs
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Older CPUs have 
larger variations

It probably does not 
matter to the choice of 
the HEPScore
candidate



ATLAS (sim_mt) vs CMS (reco)
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We were provided more “older” CPU 
systems for the benchmark measurements 



All CPUs (blue) vs Top5 CPUs (red)
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Reduces the scatter 
for some workloads



Task Force Survey
Surveyed the TF for thoughts on how to select HEPScore
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1. Support for a HEPScore benchmark based on LHC and other experimental workloads

2. HEPScore should reflect the relative CPU usage of the experiments and application

3. HEPScore should run in a timely manner 3-6 hours

4. HEPScore should be valid for ALL and Top5 CPU architectures 

5. HEPScore should be valid for one or more LHC beam period

6. Interest in a “fast HEPscore” and a “CPU+GPU HEPScore”



CPU usage
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WLCG CPU usage:
ATLAS 40%
CMS 30%
ALICE 15%
LHCb 15%

Some data from other experiments but not all sites report to WLCG
Other experiments < 5% 



Run time
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Summary
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We have a good set of data on benchmarks and workloads

We believe we have enough data to identify a number of potential HEPScore candidates

We hope that the current experiment workloads are finalized and can be reliably used for some years

Next step is to study different combinations for a HEPScore benchmark

Many options but we have reduced them to some logical choices


