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HEPScore
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Recall the motivation for HEPScore

HEPSpec06 is old and no longer supported

Some experiment workloads give similar results to HEPSpec06 but not all experiments

HEPScore shows that the workloads are more performant on new CPU architectures 

HEPScore (CPU) will help us develop HEPScore (CPU+GPU)



Benchmark Suite
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Positive feedback from the site reports

Already helping with procurement

Envisage the WLCG sites running the Suite with the data (and its metadata) written to Elastic 
Search at CERN

Long term support becomes important

The HEPScore candidate value could be calculated during runtime or offline



Workloads
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Most experiments indicated their workloads are ready

Need to finalize workloads in the next months
(more on ALICE on later slide)

Goal is start preproduction testing later this year



HEPScore
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Possible HEPScore-7 candidate:

ATLAS gen_sherpa and reco 100m
CMS gen_sim and reco 93m
Belle2 25m
LHCb 104m

ALICE reco 50m (?)

Estimated time 400m (7 hours)

Not in HEPScore-7:
Juno, Gravity Wave, CMS_digi and ATLAS_sim_mt



Weighting 

Randall Sobie     Univeristy of Victoria 6

“Equal weighting” is similar to the “WLCG weighting” for 
HEPScore-7

ATLAS (28%), CMS (28%)
ALICE, Belle2, LHCb 15% each

Overweighting B2
Keep but then HEPScore is only LHC experiments

But it was shown that changing the weightings had minimal impact



ALICE reco
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Want to include ALICE reco (Pb-Pb events) 

ALICE-gen-sim similar results to other LHC experiments

Proposal
HEPiX WG could take the current ALICE workload (gen-sim-reco) and pin the CPU usage

Quickly validate the reco workload

Allow time to develop a standalone ALICE-reco workload



Going forward
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Identify a number of production sites to run the Suite in a “test configuration”

Test configuration:
HEPSpec06 + HEPScore-7 + Other workloads (not in HEPScore-7) 1 day to run

Find out how sites report their results (single HEPSpec06 or weighted average of CPU models)

Write results to Elastic Search

Compare results with Accounting



HEPScore-11 vs HEPSpec06
Normalized to the reference machine at CERN
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