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TEXT

WHY

▸ Data centres are significant consumers of electricity


▸ Power consumption for data centres is expected to rise further


▸ Electricity prices are currently going through the roof


▸ HEP and other sciences are main consumers of publicly   
funded distributed computing infrastructures 


▸ E.g. LHC data processing on 1.4 million compute cores


▸ For HL-LHC a x10 of data will be collected and processed
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Worst case prediction of global electrical ICT power consumption
Nature 561, 163-166 (2018), https://doi.org/10.1038/d41586-018-06610-y

Feb 2022

Development of electricity prices since 2007 (5.000 kWh)

Data 
centres

https://doi.org/10.1038/d41586-018-06610-y


Can we improve the electrical power efficiency of scientific software applications?



TEXT

WHAT

Investigation example: CPU vs GPU execution 

▸ To address future computing needs HEP applications are being ported to processing 
on graphics cards (GPU) in addition to optimisations for “traditional” CPU processing 


▸ GPU means highly parallel  
processing on O(1000)  
compute cores (vs CPU O(10))


▸ Depending on application type and complexity can increase the data throughput of 
the application by factors of 100s
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vs
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vs

 

 A GPU USES ADDITIONAL ELECTRICAL POWER  —  IS IT STILL MORE POWER EFFICIENT TO USE?          



TEXT

HOW
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Project plan:


1. Connect the scientific software applications, the software infrastructure and the hardware infrastructure


2. Execute and collect the electrical power measurements of the applications on different hardware platforms


3. Analyse the data and publish general guidelines for power efficient execution of scientific software applications

Scientific data processing  
software applications

The artefacts for the power  
consumption measurements 
  
- Detector simulation 
- Experiment high level trigger   
- Machine learning algorithms 
 
Can run on various CPU (Intel,  
IBM Power, ARM) and GPU (Nvidia, 
ARM, Intel) hardware platforms

Hardware infrastructure

Computing infrastructure to  
perform the measurements on  
 
- CERN computer center 
- HPC sites (Jülich/GE, Cineca/IT, …) 
- CERN Openlab


Provide all necessary hardware  
platforms we want to use

Software infrastructure

Software tools to perform, store and 
analyse the measured data


- Measure power consumption 
- Store results centrally 
- Plot and compare data 


Available via HEPIX benchmarking 
working group and IT-FA 



TEXT

WHO

Embedded in:


▸ Madgraph software development team (IT-GOV)


▸ HEPIX benchmarking team (IT-GOV)
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1 technical  
student 

 
1 year

Collaborates with:


▸ CERN Openlab 


▸ IT computer center infrastructure team (IT-FA)


▸ AdePT / Geant4 development team (EP-SFT)


▸ HPC centres (Juelich/Germany, CINECA/Italy, …)




