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Motivation

There are no clear post-Higgs discoveries



Direct searches

ANYTHING



The path forward

This era will be defined by searches 

for subtle deviations from the SM



Flavor anomalies



g-2



CDF W mass

“ “ (p=2.5e-12)



Global fits

Systematic uncertainties

will be a crucial component



NP infrastructure

Time to re-examine

some of the 


underlying pieces


Are they up to the

task of the precision era?


Approximation 
made by a grad 
student in 2003



Outline

1. Theoretical


2.Experimental



Sources of Systematics
Where do systematic uncertainties come from?


Aux data

- Measurement in orthogonal dataset

- Bayesian: latent variable with a prior

- Has statistical uncertainty

- Repeated measurements give diff results

- Eg detector calibration from dedicated beam

- Sometimes theory uncertainties! 


- eg:https://indico.cern.ch/event/565930/contributions/2371310/attachments/1387348/2111830/HFSF16_Nachman.pdf) 




Sources of Systematics
Where do systematic uncertainties come from?


Aux data


Theoretical uncertainties

- Lack of first principles prediction (showering)

- Inability to do infinite-order calculations

- Repeated measurements may give same results


- If no stochastic source




How they are used
Unified treatment


Treated as random variables


With some aux likelihood/prior


Marginalize/profile/pivot

Eg: 2105.08742 


Does that work for theory?

What are the distributions?



Cautionary tale
2109.08159



(N)LO calculations
Incomplete calculations


220x.xxxxx

(Submitted to arXiv today!)



(N)LO calculations
Incomplete calculations


We want to know the rate of processes

But the partonic cross-section


Is expressed as a perturbative sum



Scales
At each order, there are issues


Infrared+collinear divergences

Absorbed into parton densities

Gives unphysical scale  


Ultraviolet divergences

removed by renormalization to cutoff 


μF

μR

Artifact of truncation of series— 

scale dependence should vanish at all orders 



Scales
What is the error in cross-section due to truncation?


= 2
= 1/2

Use dependence on scale to 

estimate uncertainty



Open questions

σLO

σNLO
σNN...NLO

σLO(μR+)

σLO(μR−)

Can you feed this into

your stats package

like an uncertainty?


What is distribution of LO 

relative to NLO?


How accurate is uncertainty?

See also: 1105.5152, 2006.16293,1409.5036



Pull
Use pull to examine

Critical issue: 

need a large (>>10) 


set of processes calculated

under identical conditions

See also: 1105.5152, 2006.16293,1409.5036



Madgraph paper

(Not a random sampling)

+127 more pp processes from 1405.0301!



What does it look like?
Which of these distributions do you expect?



The pull

(& overflow)



The pull

Positive

Mean

(& overflow)



The pull

Long

Tail

(& overflow)Positive

Mean



The pull

Long

Tail

Positive

Mean

Gaussian-ish

Core

(& overflow)



The tail



The tail

What’s the pattern?

These are all electroweak 

They have no QCD vertices


Scale dependence absent at LO


Scale variation is a poor scheme

  for these processes



Reference processes
QCD processes also have a simple pattern



New uncertainty

Replace process scale uncertainty


with uncertainty estimated by

average of QCD processes


scaled by number of particles



Examples



New pulls
Still tails


      Much reduced

(& overflow)



Remaining tails

Large corrections to the

Loop-induced 2->1 process


Not easily extracted from LO

Would be interesting to study in NLO->NNLO



Discussion

Why the Gaussian core?

No stochastic process

Repeating the same approximation


How to do for NLO, NNLO?

No similar, consistent large datasets available



ML connection

NLO and NNLO and NNNLO

Artisanal calculations

Could we use ML to learn patterns for estimates?

Would ML have noticed QCD pattern?

Hard to train if answers unknown. 

Could we use ML to improve estimation?

Symbolic regression could aid interpretability.



Outline

1. Theoretical


2.Experimental



Experimental systematics
Do we have confidence


in our understanding

of the SM and its uncertainties to 7  ?σ



Experimental systematics
Do we have confidence


in our understanding

of the SM and its uncertainties to 7  ?σ

We need to calculate


P(data | SM) 


to one part in 1,000,000,000,000!



P(data|SM)
P(data|SM) is a distribution


Due to finite statistics


But SM also has parameters


SM( ) 


Where  are physics parameters (masses, couplings)

And  are nuisance parameters (resolutions etc)

θ, ν

θ
ν



Nuisance parameters
Really, need to calculate


P(data | SM( ) )


To calculate p-values


But  can be high-dimensional


Often profiled away from nominal


Do we understand the  space? 

θ, ν

ν

ν



Multiple NP dimensions

ν1

ν2

Fairly well studied:

P( )ν1, ν2

Correlated priors among NPs



Multiple NP dimensions

ν1

ν2

Less well studied is the crucial quantity:

P(data | SM( ) )θ, ν

We need 

P(data|SM)


to get

p-values



Multiple NP dimensions

ν1

ν2

Less well studied is the crucial quantity:

P(data | SM( ) )θ, ν

How do we do off-axis modeling?

 

Dedicated

On-axis

Samples

Estimated

From on-axis


Samples



Multiple NP dimensions

ν1

ν2

What is being assumed here?

P(data | SM( ) ) can be approximated from

P(data | SM( ) ),  


 

θ, ν1, ν2
θ,0,0 ΔP(ν1), ΔP(ν2)

ΔP(ν1)

ΔP(ν2)



Multiple NP dimensions
P(data | SM( ) ) can be approximated from


P(data | SM( ) ),  

 

θ, ν1, ν2
θ,0,0 ΔP(ν1), ΔP(ν2)

Several possible approaches:

Linear extrapolation


Morphing

Factorizing


All assume 

Impact are independent 


of other NPs

(Not the same as correlation of NP prior)



Example

Jet1

Jet2
Jet3

3-jet event

1 high pT jet

2 low pT jets



Example

Jet1

Jet2
Jet3

3-jet event

Selection: MET<50 GeV

What is efficiency vs NPs?
ν1

ν2,3
ν2,3

Jet energy uncertainty

pT → pT /νj

Efficiency high when BOTH  vary

Efficiency drops when one varies

ν



On-axis approximations



What to do?

Other approaches

Naive scan - expensive


Our approach

Probe space with minimal points

Estimate function with a Gaussian Process

Use Bayesian experimental design to select points

Use derivative info to speed convergence



Work in progress

http://gaussianprocess.org/gpml/chapters/RW9.pdf

Basics of GPs with derivative information:



Procedure
Initial coarse scan


Build GP


Choose sample points to 
minimize expected 
uncertainty

 



Results - Toy demo



Jet problem



Performance



4D space
Eta separation



4D space
Eta separation



Approximations



Results



Conclusions
Our approach to


systematics has worked

well but will


face new challenges


Time to use more

powerful recent

tools to make it

more robust!


Approximation 
made by a grad 
student in 2003



QCD scaling


