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High Energy Physics has a vast investment in software

What is HSF?
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hepsoftwarefoundation.org/

100PB of data 
transfers per year

50M lines of C++  
 Worth 500M$  

1M CPU cores every hour 1000PB of data 

http://hepsoftwarefoundation.org/


LHC and non-LHC experiments face the same software challenges 
● Evolve to meet these challenges and overcome limitations
● Exploit expertise inside and outside our community
● Cannot afford duplicated efforts 
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What is HSF?
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“The HEP Software Foundation facilitates cooperation and common efforts 
in High Energy Physics software and computing internationally”

Data Analysis

PyHEP

Detector simulation

Reconstruction and Software 
Triggers

Frameworks
Software Developer tools and packaging

Physics generators

Training

Analysis facilities forum

What is HSF?

NEW



"infrastructure and services that provide integrated data, software and 
computational resources to execute one or more elements of an analysis workflow. 
These resources are shared among members of a virtual organization and 
supported by that organization."

        Data         Software Computing resources                   Support

What is an Analysis Facility?



Why is this important now?

HL-LHC will see orders of magnitude more data - unprecedented scientific data volume at 
multi-exabyte scale

TL-SOFT-PROC-2021-010

6

*from TDR - LHC schedule since changed

ATLAS

LHCb

Current LHC computing model will not provide the required data processing capabilities 
even with hardware evolution



Why is this important now?

Not just the LHC…

● Current “local” end-user data analysis methods and tools will not scale - common solutions?
● Sharing and optimising use of specialized infrastructure will become more and more 

important
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Technologies evolution New analysis techniques
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Why is this important now?

XCache



Essential components are now considered to be

Analysis Facility requirements
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Interactive ssh machines

 Classic batch system (HTcondor or slurm)
    
Jupyter hub either integrated with HTCondor or k8s
   
 Heterogenous resources available for the users, not only CPU
    
Local storage with POSIX interface and possibly object store access

Eg. 
lxplus

hardware, DOMA, 
analysis 

advancements



US Analysis Facilities

● Coffea-casa @ UNL and UChicago
● Elastic Analysis Facility at FNAL
● AF @ Purdue
● AF @ MIT
● AF @ UChicago
● DOE facilities

What is the current status of analysis facilities?

EU Analysis facilities

● Distributed Dask-based national 
facility @INFN

● National Analysis Facility (NAF) @ 
DESY

● SWAN facility @ CERN
● AF @ PIC (WIP)

Healthy variety of options emerging with a different focus!



SWAN: Service for Web-based Analysis

● Interface: Jupyter notebook 
● Storage: EOS/CERNbox
● Resources: Spark clusters +  HTCondor pools + GPUs
● For: LHC experiment agnostic
● Runs: RDataFrame/Coffea with DASK

Already deployed outside CERN (ScienceBox)!

What is the current status of analysis facilities?

Link

Link

https://indico.cern.ch/event/1180396/
https://indico.cern.ch/event/1132360/contributions/4759807/


What is the current status of analysis facilities?

INFN analysis facility

● Interface: Jupyter notebook 
● Storage: Local AF area (CEPH)
● Resources: T2 sites + CINECA (HPC)
● For: CMS 
● Runs: Benchmarking with RDataFrame with 

DASK, starting validation with Coffea
● Services: XCache

Expanding to other experiments!
Link

https://indico.cern.ch/event/1132360/contributions/4759822/


What is the current status of analysis facilities?

Coffea-casa AF - services for rapid processing of 
data in a column-wise fashion

● Interface: Jupyter notebook 
● Storage: Local AF area (NVMe CEPH)
● Resources:  K8s colocated with T2 sites resources
● For: CMS/ATLAS
● Runs: Coffea analysis framework with 

DASK/HTCondor
● Services: XCache and ServiceX (Skyhook in progress)

Deployed at multiple sites (UNL, UChicago)

Link

Link

https://iris-hep.org/projects/coffea-casa.html
https://indico.cern.ch/event/1132360/contributions/4759821/
https://indico.cern.ch/event/1180396/contributions/4957836/attachments/2479789/4256697/coffea-casa_AFForum_2022.pdf


Meeting link

Next steps with analysis facilities?

Report being prepared - key areas identified

Interoperability Identity management DOMA
Resource sharing Sharing environments         Surveying analysts
Benchmarking (AGC) 

https://indico.cern.ch/event/1151058/
https://iris-hep.org/projects/agc


The HSF analysis facilities forum

● Bring together invested parties for dedicated, technical discussions on a bi-weekly basis

● Every 2 months session dedicated to user experiences

● Build/foster community and “bridge” various involved parties: experiments, software 
stakeholders, data centres, WLCG, IRIS-HEP and HSF

● Evaluate proposed solutions with white paper after one year outlining community vision 
for future AFs designed for HL-LHC scale analysis



Activities so far
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EOSC update 

Escape DLaaSXCacheUser experience

Indico link

KubernetesKick-off meeting

All recorded

https://indico.cern.ch/category/14976/


Practical information

Conveners:

Alessandra Forti (ATLAS) Diego Ciangottini (CMS)

Lukas Heinrich (ATLAS) Nicole Skidmore (LHCb)

Mailing lists: Mattermost:

HSFAFFORUM hsf-af-forum
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https://mattermost.web.cern.ch/signup_user_complete/?id=ffib9ny91t8qbcdpeernf3sidy
https://groups.google.com/g/hsf-af-forum


Thank you
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Glossary

● CEPH: open source software-defined storage solution for block, file and object storage 
● DOMA: Data Organization, Management and Access
● WLCG: Worldwide LHC Computing Grid
● HTCondor:
● HTTP: Hypertext Transfer Protocol. HTTP is the protocol used to transfer data over the web. A typical flow over HTTP 

involves a client machine making a request to a server, which then sends a response message.
● HTTPS: Hypertext Transfer Protocol Secure - the secure version of HTTP used for secure communication over a 

network
● SciTokens: The SciTokens project builds a federated ecosystem for authorization on distributed scientific computing 

infrastructures.
● IAM: Identity and Access Management
● OIDC: OpenID Connect. An authentication protocol which verifies user identity when trying to access a protected 

HTTPs end point.
● aaS: “as a Service”. Eg. PaaS = Platforms as a Service, SaaS = Software as a Service
● Kubernetes: (k8s) is an open source container orchestration platform that automates many of the manual processes 

involved in deploying, managing, and scaling containerized applications.
● Apache Spark: Apache Spark is an open-source unified analytics engine for large-scale data processing.
● Dask: flexible library for parallel computing in Python. Similar to Apache Spark but integrates with existing Python 

tools.
● Ray: Ray is a high-performance distributed execution framework targeted at large-scale machine learning and 

reinforcement learning applications
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https://ubuntu.com/ceph/what-is-ceph
https://wlcg.web.cern.ch/
https://scitokens.org/
https://kubernetes.io/
https://spark.apache.org/
https://dask.org/
https://www.ray.io/


Glossary

● nVME: NVMe is the latest and greatest storage interface for laptops and desktops, and it offers much faster read and write 
speeds than older interfaces.

● FTS: a low level data movement service, responsible for reliable bulk transfer of files between storages. It’ s responsible for 
globally distributing the majority of the LHC data across the WLCG infrastructure

● REANA: reusable and reproducible research data analysis platform
● Rucio: provides services and associated libraries for allowing scientific collaborations to manage large volumes of data spread 

across facilities at multiple institutions and organisations (ATLAS uses this). LHCb has DIRAC for this.
● HSF: HEP Software Foundation
● SLATE
● ServiceX: ServiceX is a data extraction and delivery delivery service
● XCache: cache-based data approaches to increase efficiency of CPU use (via reduced latency) and network (reduce WAN traffic)
● Data lake: storage service geographically distributed across large data centers connected by fast network with low latency. 

Alternative to running jobs at site where files are located.
● Object store access: Discrete data units - complex hierarchies as in a file-based system. Each object is a simple, self-contained 

repository that includes the data, metadata and ID number (instead of a file name and file path). Scales well.
● POSIX: Portable Operating System Interface - standards for maintaining compatibility between operating systems.  Defines 

system- and user-level API, with command line shells and utility interfaces for software compatibility (portability) with variants of 
Unix and other operating systems.

● Skyhook: service to recognize the layout of files and “push down” structured queries from client to server, taking advantage of 
the computational capacity in the storage hardware and reducing data movement significantly. Its an extension of the Ceph 
open source distributed storage system
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https://www.kingston.com/unitedkingdom/en/community/articledetail/articleid/48543
https://fts.web.cern.ch/fts/
https://reanahub.io/
https://rucio.cern.ch/
https://hepsoftwarefoundation.org/
https://slateci.io/about/
https://iris-hep.org/projects/servicex
https://iris-hep.org/projects/caching.html
https://www.ibm.com/cloud/learn/object-storage
https://linuxhint.com/posix-standard/
https://iris-hep.org/projects/skyhookdm.html


Glossary

● API: Application Programming Interface
● HTCondor: open-source high-throughput computing software framework for distributed parallelization of 

computationally intensive tasks - used to manage workload on computing clusters. Formally known as Condor
● Federated ID management: linking a person's electronic identity and attributes, stored across multiple distinct identity 

management systems - related to single sign-on (SSO), in which a user's single authentication ticket, or token, is 
trusted across multiple systems/organizations
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https://htcondor.org/

