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Introduction

The phenomenon of confinement is a vast topic whose definition and/or man-
ifestation can take different forms. It is not the purpose of these lectures to
cover all these aspects and we refer for instance to Ref. [1] for a more detailed
presentation. In these lectures, instead, our goal is to analyze a few aspects
from the perspective of the phase properties of a system quarks and gluons
in thermal equilibrium. We shall even restrict to a thermal bath of gluons,
see below.

Quarks and gluons are the building blocks that allow for the formulation
of the fundamental theory of the Strong interaction a.k.a. Quantum Chromo-
dynamics or QCD. Yet, at low energies, these building blocks are not directly
observable but rather confined within hadronic bound states. Consequently,
the low temperature phase is referred to as the confined phase. On the other
hand, asymptotic freedom in QCD implies that the strength of the interac-
tion diminishes with increasing energy scale. One deduces that, in one way
or another, at large enough temperatures, the quarks and the gluons should
be liberated into what is commonly refered to as a deconfined phase.

These considerations lead to the schematic phase diagram represented
in Fig. 1 as a function of the temperature T . Interestingly enough, this
schematic picture has been put into solid grounds thanks to lattice QCD.
The latter finds indeed that the system undergoes a transition as the tem-
perature is increased. This transition is commonly refered to as the con-
finement/deconfinement transition. It is however not a sharp transition but
rather a smooth crossover characterized by a rapid but continuous variation
of thermodynamical observables.

Given these premises, it is very tempting to add new directions to the
QCD phase diagram in the form of chemical potentials associated to con-
served charges. One particularly relevant case is that of the phase diagram
in the presence of a baryonic chemical potential µB, which gives access to
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Figure 1: Schematic phase diagram of QCD as a function of T .

situations with a non-vanishing baryonic charge density, see Fig. 2. Among
the hotly debated questions in this context, one can cite the hypothetical
existence of a critical end-point within the QCD phase diagram that would
separate the crossover region from a first-order transition line. Unfortunately,
lattice QCD does not provide a definite answer to this question since it looses
efficiency and eventually fails withing the finite baryonic chemical potential
region due to the infamous sign problem.

This calls for the development of new computational techniques. These
can be based on well tested phenomenological models (such as the Nambu-
Jona Lasinio model, various matrix models or the Curci-Ferrari model) or
on more first principle approaches known as non-perturbative continuum
methods, of which the Dyson-Schwinger equations or the Functional Renor-
malization Group are the main representatives.

These lectures aim at two things:

− first, irrespectively of the particular approach followed to tackle the
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Figure 2: One possible scenario for the QCD phase diagram as a function of
T and µB

QCD phase diagram, we shall introduce some tools that help discussing
the confinement/deconfinement transition;

− second, within one particular approach, namely the Curci-Ferrari
model, we shall illustrate the use of these various notions in order the
describe the confinement/deconfinement transition.

In these lectures, for the sake of simplicity, we shall limit ourselves to the
case of zero chemical potential where the various concepts and approaches
can be tested against lattice results. Also, we shall not consider QCD but
the related pure Yang-Mills theory for which a confinement/deconfinement
transition can be defined in a sense to be discussed below. The transition in
this case is an actual, sharp transition, which can be studied thanks to order
parameters and which is interpreted in terms of symmetry breaking. This
limit also allows one to decouple the confinement/deconfinement transition
from the other important transition in QCD associated to the spontaneous
breaking of chiral symmetry.
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Chapter 1

Poyakov Loop and Center
Symmetry

Goal: Introduce basic, first principle notions that are useful when addressing
the question of the deconfinement transition in Yang-Mills theories.

This includes the Euclidean Yang-Mills action, the order parameter for
the transition, a.k.a. the Polyakov loop, and the associated center symmetry.

1.1 Thermal Yang-Mills Theory

In these lectures, our focus is on thermodynamical aspects of YM theory.
In particular, we want to discuss what are the possible phases of a system
of gluons in equilibrium, as a function of the temperature T . This question
can in principle be addressed once one knows the partition function Z. The
latter can be written as a functional integral over the gluon field, involving
an Euclidean version of the YM action.

1.1.1 Quantum Mechanical Example

Let us first recall how the notion of Euclidean action arises. To this purpose,
we use a simpler example borrowed from non-relativistic quantum mechanics,
see for instance [2] for more details. Consider a particle moving in a potential
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V (q). The Lagrangian of such system writes

L(q, q̇) =
1

2
mq̇2 − V (q) , (1.1)

to which corresponds the Hamiltonian H(q, p) = p2

2m
+ V (q). To the latter,

one can formally associate a partition function

Z ≡ Tr e−βH , (1.2)

where β ≡ 1/T is the inverse temperature and Tr denotes the trace over a
complete set of states.

One possibility to evaluate the trace in Eq. (1.2) is to use the eigenstates
|q〉 of the position operator. One obtains

Z =

∫
dq 〈q|e−βH |q〉 . (1.3)

Now, the matrix element in this formula looks pretty much like a transition
amplitude 〈q′|e−iHt|q〉 between two positions q and q′, which, in the context
of Feynman quantization, admits the path integral representation

〈q′|e−iHt|q〉 ∝
∫ q(t)=q′

q(0)=q

Dq exp

{
i

∫ t

0

dsL(q(s), q̇(s))

}
, (1.4)

where the paths are constrained to obey the boundary conditions q(0) = q
and q(t) = q′. In the present case, however, two important differences are
worth noticing with respect to the matrix element in Eq. (1.4). First, in
Eq. (1.3), we have q′ = q, so what is actually needed is the amplitude to
remain at position q after the system as evolved for some time. Second, this
evolution takes place along a fictitious, imaginary time, from an initial time
0 to a final time −iβ. Correspondingly, the paths to be considered depend
upon an imaginary time s that varies along the compact interval [0,−iβ].

All in all, this means that the partition function (1.3) can be formally
rewritten as

Z =

∫
dq

∫ q(−iβ)=q

q(0)=q

Dq exp

{
i

∫
[0,−iβ]

dsL(q(s), q̇(s))

}
. (1.5)

Note that the two integrals in this formula can be combined into a single
integral ∫

dq

∫ q(−iβ)=q

q(0)=q

Dq =

∫
q(0)=q(−iβ)

Dq , (1.6)
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which sums over all paths obeying q(0) = q(−iβ), known as periodic boundary
conditions. Moreover upon writing the imaginary time s = −iτ in terms of
a real Euclidean time τ , and thus ds = −idτ , we find

i

∫
[0,−iβ]

dsL(q(s), q̇(s))

= i

∫
[0,−iβ]

ds

[
1

2
mq̇2(s)− V (q(s))

]
=

∫ β

0

dτ

[
1

2
mq̇2(−iτ)− V (q(−iτ))

]
. (1.7)

Finally, upon reparameterising the paths as qE(τ) ≡ q(−iτ), and thus
q̇E(τ) = −iq̇(−iτ), this rewrites

i

∫
[0,−iβ]

dsL(q(s), q̇(s))

=

∫ β

0

dτ

[
1

2
m(iq̇E(τ))2 − V (qE(τ))

]
= −

∫ β

0

dτ

[
1

2
mq̇2

E(τ) + V (qE(τ))

]
. (1.8)

We have thus found that the partition function (1.3) rewrites

Z =

∫
qE(0)=qE(β)

DqE e−SE [qE ] , (1.9)

in terms of the Euclidean action

SE[q] ≡
∫ β

0

dτ

[
1

2
mq̇2

E(τ) + V (qE(τ))

]
. (1.10)

In the following, we omit the subscript E since we work exclusively with the
Euclidean formulation.

1.1.2 Euclidean YM Functional Integral

Through a slightly more technical procedure, see for instance [3], the above
derivation can be extended to SU(N) YM theory in equilibrium. The par-
tition function of a thermal bath of gluons writes in terms of an Euclidean
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functional integral over the gluon field:

Z =

∫
p.b.c.

DAe−S[A] , (1.11)

where S[A] denotes an Euclidean version of YM theory:

S[A] =

∫
x

1

4g2
F a
µν(x)F a

µν(x) , (1.12)

with

F a
µν(x) ≡ ∂µA

a
ν(x)− ∂νAaµ(x) + fabcAbµ(x)Acν(x) , (1.13)

the non-abelian field-strength tensor.
Here, fabc stands for the SU(N) structure constants. Recall that the latter

are related to the generators ta of the SU(N) Lie algebra as [ta, tb] = ifabctc.
Sometimes, it will be convenient to see the gluon field or the field-strength
tensor as elements of the Lie algebra, that is Aµ ≡ Aaµt

a and Fµν ≡ F a
µνt

a

respectively. In this case

Fµν(x) = ∂µAν(x)− ∂νAµ(x)− i[Aµ(x), Aν(x)] (1.14)

and the YM action rewrites

S[A] =

∫
x

1

2g2
trFµν(x)Fµν(x) , (1.15)

where, as it is conventional, we have taken tr tatb = δab/2. Most of these
lectures will be discussed within the SU(2) case in which case the generators
are ti ≡ σi/2, with σi denoting the Pauli matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (1.16)

The generalization to the SU(3) case, more relevant to QCD is discussed in
the final chapters.

Note finally that
∫
x
≡
∫ β

0
dτ
∫
d~x is to be understood as an integral over

[0, β] × R3, sometimes referred to as Euclidean space-time. This space is
compact along the temporal direction, and, as it was already the case in the
quantum mechanical example, the functional integral in Eq. (1.11) is to be
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taken over gluon fields that obey periodic boundary conditions (p.b.c.) at
the boundaries of this interval:

Aaµ(τ = 0, ~x) = Aaµ(τ = β, ~x) . (1.17)

Boundary conditions are crucial in the context of thermal quantum field
theory calculations. They allow in particular to distinguish between bosons
and fermions, the latter obeying anti-periodic boundary conditions. Note
that it is often convenient to extend the fields beyond the compact time
interval [0, β], in which case we require them to obey the periodicity condition

Aaµ(τ + β, ~x) = Aaµ(τ, ~x) . (1.18)

These conditions will be pivotal when discussing symmetries in the next
section.

1.1.3 The Polyakov Loop

Once the partition function is known, the system can be probed by computing
thermal averages of the form

〈O[A]〉 ≡ 1

Z

∫
p.b.c.

DAe−S[A]O[A] , (1.19)

where O[A] denotes a functional of the gauge field. In principle, O[A] should
be gauge-invariant but we shall come back to this question below since there
is a subtle point at finite temperature.

A particularly interesting example is obtained by choosing a color-traced
temporally-ordered Wilson line

O[A]→ Φ[A] ≡ 1

N
tr P exp

{
i

∫ β

0

dτ Aa0(τ, ~x)ta
}

︸ ︷︷ ︸
≡L[A]

, (1.20)

whose thermal average defines the Polyakov loop ` ≡ 〈Φ[A]〉. The relevance
of this thermal average is that it provides an order parameter allowing one to
distinguish between a confined and deconfined phase [4, 5]. Indeed, we can
write

Z` =
1

N
tr

∫
p.b.c.

DAe−S[A]P exp

{
i

∫ β

0

dτ Aa0(τ, ~x)ta
}
≡ Zcharge. (1.21)
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Figure 1.1: Renormalized SU(3) Polyakov loop as computed on the lattice
[6].

Very schematically, if we forget for the moment the subtleties related to the
path ordering and the trace, the right-hand side of this equation corresponds
to the partition function Zcharge of a thermal bath of gluons in the presence

of a static color charge ta that couples to
∫ β

0
dτAa0(τ, ~x). Recalling that the

free-energy F relates to Z as lnZ = −βF , we deduce that

ln ` = lnZcharge − lnZ = −β(Fcharge − F ) ≡ −β∆F , (1.22)

where ∆F ≡ Fcharge − F is the energy cost for bringing the color charge into
the bath of gluons. Equivalently, one can write ` = e−β∆F . From here, we
can contemplate two possibilities:

− if the bath of gluons is in a confining state, then ∆F =∞ and ` = 0;

− if the bath of gluons is in a deconfined state, then ∆F <∞ and ` > 0.

Thus the Polyakov loop plays indeed the role of an order parameter distin-
guishing between a confined and a deconfined phase.
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Being a particular Wilson line, the Polyakov loop is particularly adapted
for an evaluation on the lattice where it has been verified that it is indeed an
order parameter in the case of YM theories, see Fig. 1.1 for an illustration in
the SU(3) case. The SU(2) shows a similar behavior with the difference that
the transition is second order in this case.

In the continuum, the Polyakov loop is not so easily computed and it
might be useful to identify equivalent but simpler order parameters. A crucial
prerequisite is that these alternative order parameters should probe the same
symmetry as the Polyakov loop. This symmetry which we now discuss goes
by the name of center symmetry [7].

1.2 Center Symmetry

Usually, that an order parameter vanishes in one phase relates to the explicit
– or Wigner-Weyl – realization of a symmetry. Similarly, the transition to
another phase is interpreted in terms of the breaking – or Nambu-Goldstone
realization – of that symmetry. Let us now see what is the symmetry asso-
ciated to the Polyakov loop.

1.2.1 Twisted Gauge Transformations

Just as its Minkowskian analog, the Euclidean YM action (1.12) is invariant
under transformations of the form

AUµ (x) ≡ U(x)Aµ(x)U †(x) + iU(x)∂µU
†(x) , (1.23)

where we recall our notation Aµ(x) ≡ Aaµ(x)ta. Now, since only periodic
gauge fields should be considered in the evaluation of thermal averages, one
should restrict to transformations (1.23) that preserve the condition (1.18).
An obvious choice is that of transformations that are themselves periodic:

U(τ + β, ~x) = U(τ, ~x) . (1.24)

But, as it can be trivially checked (do it!), a slightly more general choice is
that of transformations that are periodic modulo a phase:

U(τ + β, ~x) = eiφU(τ, ~x) . (1.25)
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The phase is not totally arbitrary since both U(τ + β, ~x) and U(τ, ~x) are
elements of SU(N) and thus of determinant 1. From this, one deduces that

1 = detU(τ + β, ~x) = eiNφdetU(τ, ~x) = eiNφ , (1.26)

and thus φ = 2πk/N , with k = 0, . . . , N − 1. We refer to these transforma-
tions as twisted gauge transformations. They form a group denoted G in
what follows.

��� Problem 1.1: Show that these are the only possible transformations of
the form (1.23) that preserve the periodicity condition (1.18). Tip: express

the periodicity of AUµ (x) as an equation for Z(τ, ~x) ≡ U †(τ, ~x)U(τ + β, ~x),
valid for an arbitrary configuration Aµ(x) obeying (1.18). � � �

The periodic gauge transformations (1.24) form a subgroup of G denoted
G0. The distinction between G and G0 will be crucial in what follows. We also
introduce the set Gk of k-twisted transformations whose associated phase in
Eq. (1.25) is ei2πk/N . Except for G0, none of these sets has a group structure.
However, we note that, given an element U ∈ Gk and and element U ′ ∈ Gk′ ,
one has UU ′ ∈ Gk+k′[N ]. This defines a group structure on the finite set
{G0, . . . ,GN−1} which is isomorphic to the group Z/NZ of relative integers
modulo N , or to the group {1, ei2π/N , . . . , ei2π(N−1)/N} formed by the N th

roots of unity.
As an illustration, let us construct some examples of twisted transforma-

tions within SU(2) YM theory. In this case, we have k = 0 or k = 1 and
the phase in Eq. (1.25) is eiπk, so either 1 or −1. For simplicity, consider
transformations of the form

U(τ) = exp

{
iθ
τ

β

σ3

2

}
, (1.27)

which are such that

U(τ + β) = U(β)U(τ), (1.28)

and let us look for values of θ such that U(β) = 1 in which case U ∈ G0, or
U(β) = −1 in which case U ∈ G1. This can actually be figured out without
any calculation if one observes that

U(β) = exp
{
iθ
σ3

2

}
, (1.29)
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represents (in the sense of group representation theory) a rotation of angle θ
around direction 3 in the space of states of a spin 1/2 particle. If we choose
θ = ±2π, this is a full rotation in configuration space but, as it is well known,
the wave function of a spin 1/2 particle gets multiplied by a factor −1. We
have thus found that the choice θ = ±2π corresponds to a twisted gauge
transformation with k = 1. If we choose instead θ = ±4π, one rotates twice
around direction 3 in configuration space and the wave function is restored
to its original form, thus corresponding to a periodic gauge transformation,
with k = 0.

��� Problem 1.2: Obtain the same results by brute-force calculating U(β),
see Eq. (1.29). Tip: recall that σ3 is diagonal, with diagonal elements ±1. ���

1.2.2 Relation to the Polyakov Loop

Let us now investigate the relation of the twisted gauge transformations to
the Polyakov loop. First of all, we note that the Wilson line L[A] is such
that

L[AU ] = U(β)L[A]U †(0) . (1.30)

� � � Problem 1.3: Show this identity. Tip: consider each side of the
identity as a function of β and show that they obey the same first order
ordinary differential equation and the same initial condition. � � �

Consider now the traced Wilson line Φ[A]. Using the cyclicality of the
trace, it follows from Eq. (1.30) that

Φ[AU ] =
1

N
trL[AU ]

=
1

N
trU(β)L[A]U †(0)

=
1

N
trU †(0)U(β)L[A]. (1.31)

Now, if the transformation U is a k-twisted gauge transformation, then
U †(0)U(β) = ei2πk/N and we finally arrive at

Φ[AU ] =
ei2πk/N

N
trL[A] = ei2πk/NΦ[A] . (1.32)
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This shows that the functional Φ[A] transforms simply under k-twisted gauge
transformations.

Let us know see how this impacts the Polyakov loop, that is the thermal
average of the traced Wilson line Φ[A]. We shall implicitly assume that the
symmetry associated to k-twisted gauge transformations is realized explicitly,
that is in the Wigner-Weyl sense. In practice, this means that one can use a
k-twisted gauge transformation as a change of variables under the functional
integral that defines the thermal average. Since these transformation do not
change the boundary conditions, it follows that

` =
1

Z

∫
p.b.c.

DAe−S[A] Φ[A]

=
1

Z

∫
p.b.c.

DAU e−S[AU ] Φ[AU ]

= ei2πk/N
1

Z

∫
p.b.c.

DAe−S[A] Φ[A] = ei2πk/N` , (1.33)

where, in the last step, we have used the invariance of the measure DA and
the action S[A], together with the transformation rule for Φ[A], Eq. (1.32).
Comparing the left and right-hand sides of Eq. (1.33), we deduce that ` = 0
and thus, the confining phase is related to the explicit realization of the
symmetry associated to twisted gauge transformations.

� � � Problem 1.4: In the case where the symmetry is explicitly broken,
the expression for the Polyakov loop does not makes sense without adding
to the action an infinitesimal source term j =

∫
~x

Φ[A](~x) with j = ρeiθ ∈ C
and ρ→ 0. Then, the Polyakov loop should more precisely be written

`ρ,θ ≡
1

Z

∫
p.b.c.

DAe−S[A]+ρeiθ
∫
~x Φ[A](~x) Φ[A] .

How does the invariance under k-twisted transformations constrains `ρ,θ?
Discuss what happens in the limit ρ→ 0 when the limit is regular (that is
independent on the phase θ) or irregular (that is dependent on the phase θ).
� � �

1.2.3 The Center Symmetry Group

It seems that we have a little paradox: we have found a quantity that allows
one to distinguish between physically distinct phases of a thermal bath of glu-
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ons but this quantity transforms non-trivially under gauge transformations,
so it does not seem to be an observable.

The solution to this paradox is that only the periodic gauge transforma-
tions belonging to G0 should be considered as the true gauge transformations,
that do not alter the state of the system. In particular, they do not trans-
form the Polyakov loop. In contrast, k-twisted transformations with k 6= 0
need to be seen as physical transformations for they act non-trivially on
the Polyakov loop. More precisely, two transformations with the same k
should seen as representing the same transformation since they transform
the Polyakov loop in the same way. In other words, the actual physical sym-
metry group is nothing but the group {G0,G1, . . . ,GN−1} discussed above.
This is the actual, physical center symmetry group. In more technical terms,
this group is the quotient group G/G0 that removes away the gauge redun-
dancy that is present within G due to the presence of the subgroup G0 of
(unphysical) gauge transformations.

1.3 What Comes Next

As already emphasized, in the context of continuum calculations, it is worth
asking whether there could exist equivalent, but simpler, alternatives to the
Polyakov loop. In particular, continuum methods provide an easy access to
gluon correlators, that is thermal averages of products of gluon fields. So, one
may ask whether it is possible to construct such alternative order parameters
from the lowest correlators.

In these lectures, we shall discuss the possibility of using the gluon field
average 〈Aµ〉. This discussion will occupy us quite some time because, unlike
what happens with the Polyakov loop, the notion of gluon average exists only
within a gauge-fixed setting. Now, gauge fixing comes with its own bunch of
problems, which we will need to analyze and address as best as we can.

Before dealing with such complicated matters, however, there is a simpler
question that one can address and which will turn out to be relevant when
dealing with the gluon field average. This question can be formulated as
follows. Suppose that, to a good approximation, the system is described by
its classical limit. This means that its state is characterized by a classical
gauge-field configuration. Knowing this state, how do we determine whether
the system is in a confined or deconfined state. In other words, how do we
identify among all possible classical configurations, those that are confining?
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Chapter 2

SU(2) Confining Configurations

Goal: Learn how to identify classical, confining gluon field configurations.

For simplicity, we shall consider the SU(2) case since anyone reading these
notes should have a good intuition of how the color algebra operates in this
case. In particular, recall that an SU(2) transformation U = eiθ~n·~σ/2 acts on

an element ~X · ~σ/2 of the algebra as

U ~X · ~σU † = ~X ′ · ~σ , (2.1)

where

~X ′ = R(θ;~n) ~X , (2.2)

and R(θ, ~n) is the SO(3) rotation of angle θ and axis ~n. In more technical
terms, SU(2) transformations are represented on the Lie algebra as standard
three-dimensional rotation. This is known as the adjoint representation of
the SU(2) group. Elements to deal with the SU(3) case will be given in the
final chapters.

2.1 Physical Invariance and Gauge Fields

Suppose that you are given a classical gauge field configuration describing
the state of a system of gluons in some classical limit. The question is
now: how do we test that this classical configuration describes a confining
phase? As we have already argued, the confining phase has to do with the

19
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explicit, or Wigner-Weyl realization of center symmetry, so one may look for
configurations that comply with center symmetry explicitly. The question is
in fact more general since, given a classical gluon configuration, one could ask
whether it complies with a given physical symmetry. What criterion should
be applied?

2.1.1 Examples from Classical Electrodynamics

To gain some intuition, let us start by considering simpler examples, borrowed
from classical electrodynamics.

Take first the case of a constant and static electric field along the z-
direction, ~E(t, x, y, z) = E~ez. This physical field is clearly invariant under
any – temporal or spatial – translation. Indeed

~E(t+ s, x+ u, y + v, z + w) = ~E(t, x, y, z) . (2.3)

What about the corresponding scalar potential V (t, x, y, z) = Ez? Clearly,
the latter is explicitly invariant under time translations or under spatial trans-
lations along x or y:

V (t+ s, x+ u, y + v, z) = V (t, x, y, z) . (2.4)

But it is clearly not invariant – at least not in the usual sense – under
translations along z:

V (t, x, y, z + w) = V (t, x, y, z) + Ew . (2.5)

However, the right-hand side of this last equation can be seen as the gauge-
transformed of the original scalar potential:

V (t, x, y, z) +
∂

∂t
(Ewt) ≡ V Λ(t, x, y, z) , (2.6)

where Λ(t, x, y, z) = Ewt . All in all, we have found that

V (t+ s, x+ u, y + v, z + w) = V Λ(t, x, y, z) , (2.7)

so the scalar potential is translation invariant modulo a gauge transformation.
Similar considerations apply to the case of a constant and static magnetic

field along the z-direction, ~B(t, x, y, z) = B~ez. This physical field is clearly
invariant under any, temporal or spatial, translation:

~B(t+ s, x+ u, y + v, z + w) = ~B(t, x, y, z) . (2.8)
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Now, the corresponding vector potential writes ~A(t, x, y, z) = (~r × ~B)/2.

� � � Problem 2.1: Show this relation. Tip: recall that ~B = ~∇× ~A. � � �

Clearly, this vector potential is explicitly invariant under time translations
or under spatial translations along z:

~A(t+ s, x, y, z + w) = ~A(t, x, y, z) . (2.9)

But it is clearly not invariant – at least not in the usual sense – under
translations along x or y:

~A(t, x+ u, y + v, z) = ~A(t, x, y, z) +
B

2
(v~ex − u~ey) . (2.10)

However, the right-hand side of this last equation can be seen as the gauge-
transformed of the original vector potential:

~A(t, x, y, z)− ~∇
[
B

2
(uy − vx)

]
≡ ~AΛ(t, x, y, z) , (2.11)

where Λ(t, x, y, z) = B(uy − vx)/2. All in all, we have found that

~A(t+ s, x+ u, y + v, z + w) = ~AΛ(t, x, y, z) , (2.12)

so the vector potential is also translation invariant modulo a gauge transfor-
mation.

2.1.2 Invariance Modulo Gauge Transformations

On general grounds, because gauge fields contain unphysical components
that can be changed at will by means of gauge transformations, the ability
of a gauge field to comply with a physical symmetry needs always to be
understood modulo possible gauge transformations.

Coming back to our finite temperature set-up, recall that the actual gauge
transformations are the transformations within G0, corresponding to periodic
gauge transformations. Therefore, invariance under a certain physical trans-
formation Aµ → ATµ should be expressed as [9, 10]

∃U0 ∈ G0 , ATµ = AU0
µ . (2.13)
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That is, upon physically transforming the classical gauge field configuration,
we should retrieve a gauge-equivalent configuration, but not necessarily the
original configuration.

In particular, in the case of center transformations U ∈ G, the confining
or center-invariant configurations will be such that

∃U0 ∈ G0 , AUµ = AU0
µ . (2.14)

But a similar criterion holds for other symmetries. For instance, in the case of
charge conjugation Aµ → ACµ ≡ −At

µ, the configurations that are compatible
with charge conjugation correspond to the condition

∃U0 ∈ G0 , ACµ = AU0
µ . (2.15)

The goal of this chapter is to analyze the conditions (2.14) and (2.15) further
in the SU(2) case. The discussion in the SU(3) is postponed to the last
chapter.

2.1.3 Constant, Temporal, Abelian Configurations

It will not be necessary, however, to find all possible configurations obeying
(2.14) or (2.15) but just particular candidates. A particularly convenient
choice is to restrict to constant, temporal and Abelian configurations. In the
SU(2) case, they read

Aµ(x) = Tδµ0 r
σ3

2
, (2.16)

with σ3 the diagonal Pauli matrix, see Eq. (1.16). The explicit factor of
T in Eq. (2.16) has been introduced to make the variable r dimensionless.
By restricting to configurations of the form (2.16), the problem simplifies
considerably since the space of configurations that we consider is isomorphic
to the real axis. We want to find which points of this real axis correspond
to confining configurations obeying (2.14).

� � � Problem 2.2: Consider the traced Wilson line Φ[A] defined in the
previous chapter. Show that, for backgrounds of the form (2.16), one has

Φ[A] = cos (r/2) . (2.17)

Tip: Note that the path-ordering that enters the definition of Φ[A] can be
ignored since the considered configurations are constant. � � �
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2.2 Anatomy of a Gauge Transformation

The criterion (2.14) rewrites

∃U0 ∈ G0 , (AUµ )U0 = Aµ . (2.18)

A strategy to find the invariant configurations Aµ can be then formulated as
follows: construct a gauge transformation U0 ∈ G0 such that its combination
with the center transformation U ∈ G gives a transformation Aµ → (AUµ )U0

on field space that possesses fixed-points. In order to see how to construct
such a gauge transformation U0, we first need to understand a bit deeper
the structure of the group G0 of gauge transformations. Since we have re-
stricted to configurations of the form (2.16), we shall also restrict to gauge
transformations that preserve this form.

2.2.1 Weyl Transformations

We can first look for global gauge transformations (that is color rotations)
that preserve the form (2.16), known as Weyl transformations. In the SU(2)
case, a general such transformation eiθ~n·~σ/2 acts on the Lie algebra as a ro-
tation of angle θ around direction ~n, Eqs. (2.1)-(2.2). The only such trans-
formations that preserve the form (2.16) and thus direction 3 are either the
identity or any rotation of angle π whose axis ~n is orthogonal to direction
3. The identity does not do anything non-trivial to (2.16). In contrast, the
other transformations act on (2.16) as r → −r, that is a point reflection with
respect to the origin, the blue dot in Fig. 2.1.

r-4π 0 +4π

Figure 2.1: Weyl transformation r → −r. The two crosses represent two
configurations connected by the Weyl transformation.
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2.2.2 Winding Transformations

As for local gauge transformations, we shall limit ourselves to the transfor-
mations

U(τ) = exp

{
iθ
τ

β

σ3

2

}
, (2.19)

with θ = ±4π already discussed in the previous chapter. It is easily seen
(check it!) that they act on configurations of the form (2.16) as r → r ± 4π,
that is a translation by ±4π. The translation by 4π is represented in Fig. 2.2.

r-4π 0 +4π

Figure 2.2: Winding transformation r → r + 4π. The two crosses represent
two configurations connected by the winding transformation.

Obviously, by iterating various of these transformations, one obtains simi-
lar transformations with θ = 4πn any multiple of 4π, which we refer to as
winding transformations. They act on configurations of the form (2.16) as
r → r + 4πn.

� � � Problem 2.3: Show that the most general transformation that pre-
serves the form (2.16) is either a winding transformation or a combination of
a winding transformation with a Weyl transformation. Tip: Write the condi-
tion expressing that the form (2.16) is preserved by the transformation and
use that it applies to any component µ and any value of r in (2.16). � � �

2.2.3 Weyl Chambers

By combining the above transformations, one generates new elements of G0.
In particular, by combining a Weyl transformation and a winding transfor-
mation, one obtains r → 4πn − r, that is a point reflection with respect to
2πn, with n ∈ Z, see Fig. 2.3 for an illustration in the case n = 1.

Note that we can completely forget about the winding transformations
r → r + 4πn since the latter can be generated from combining two point
reflections with respect to 2πk and 2π(k + n):

r → 4πk − r → 4π(k + n)− (4πk − r) = r + 4πn . (2.20)
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r-4π 0 +4π

Figure 2.3: Point reflection r → 2π − r obtained by combining a Weyl
transformation r → −r and the winding transformation r → r + 4π.

More importantly, the point reflections with respect to 2πn divide the r-
axis into intervals [2πn, 2π(n+ 1)] which are all physically equivalent to each
other since connected by genuine gauge transformations. These intervals are
known as Weyl chambers, see Fig. 2.4.

r-6π -4π -2π 0 +2π +4π +6π

Figure 2.4: Weyl chambers obtained by finding all point reflections that
belong to G0. We have singled out one particular Weyl chamber (in orange)
for later purpose.

2.3 Symmetries

We are now fully equipped to investigate physical symmetries in terms of
gauge fields, and in particular to identify the gauge-field configurations that
are invariant (modulo gauge transformations) under a given physical trans-
formation.

2.3.1 Center Symmetry

Consider first the case of center transformations. We have seen in the pre-
vious chapter that one example of non-trivial center transformation is given
by

U(τ) = exp

{
iθ
τ

β

σ3

2

}
, (2.21)

with θ = ±2π this time. They act on configurations of the form (2.16) as
r → r±2π, that is translations by ±2π (not to be mistaken with the winding
transformations that correspond to translations by ±4π).
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r-6π -4π -2π 0 +2π +4π +6π

A B

r-6π -4π -2π 0 +2π +4π +6π

A B

r-6π -4π -2π 0 +2π +4π +6π

B A

Figure 2.5: Center transformation as a mapping of a given Weyl chamber
“AB” into itself.

Let us take for instance θ = 2π. The corresponding transformation is a
translation by 2π, red arrow in Fig. 2.5. In particular, it transforms the Weyl
chamber [0, 2π] into [2π, 4π]. But we can now use gauge transformations to
fold this latter Weyl chamber into the original one. Since point reflections
with respect to the edges of the Weyl chambers correspond to gauge trans-
formations, this is easily done. Here, we just need to use the point reflection
with respect to 2π, red dot in Fig. 2.5. All together, this corresponds to the
transformation

r → r + 2π → 4π − (r + 2π) = 2π − r , (2.22)

that is a point reflection with respect to π.

2.3.2 Confining Configurations

We have thus shown that, by using an appropriate gauge transformation, the
center transformation appears as a transformation r → 2π − r of the Weyl
chamber [0, 2π] into itself, see Fig. 2.5. This transformation possesses a fixed
point r = π, which is thus a confining configuration Aµ = Tδµ0 πσ3/2.

Similarly, one shows (do it!) that any r = π + 2πn corresponds to a
center-invariant configuration, red crosses in Fig. 2.6.

� � � Problem 2.4: Verify that Φ[A] vanishes on these configurations. Tip:
recall the formula derived in Problem 2.2. � � �



2.3. SYMMETRIES 27

r-6π -4π -2π 0 +2π +4π +6π

Figure 2.6: Confining configurations (red crosses) within each Weyl chamber.

2.3.3 Charge Conjugation

We can proceed similarly with charge conjugation. Charge conjugation is
defined as ACµ = −At

µ. For configurations of the form (2.16) it corresponds
to r → −r because σt

3 = σ3. However, this is nothing but the Weyl trans-
formation which is part of G0. We thus arrive at the conclusion that any
configuration of the form (2.16) is invariant under charge conjugation mod-
ulo a gauge transformation.

This result is in fact more general because for any configuration, charge
conjugation writes (A1

µ, A
2
µ, A

3
µ) → (−A1

µ, A
2
µ,−A3

µ) since σt
1,3 = σ1,3 while

σt
2 = −σ2. Thus, charge conjugation always corresponds to a color rotation,

more precisely the rotation by an angle π around directions 2. This is a
speficity of SU(2) which will not apply anymore in the SU(3) case.

� � � Problem 2.5: Evaluate Φ[AC ] and compare it to Φ[A] in the case of
a configuration of the form (2.16).Tip: recall the formula derived in Problem
2.2. � � �
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Chapter 3

Thermal Gluon Average

Goal: Discuss under which circumstances the thermal gluon average is an
order parameter for the confinement/deconfinement transition.

So far, we have restricted our discussion to the classical level, learning how
to tell apart classical gluon configurations that are confining from those which
are not. In the quantum world, however, we have access to thermal averages
and so it is important to wonder which of them can help distinguishing
between the two phases of the system. In the continuum, one has easy
access to correlation functions, corresponding to thermal averages of products
of gluon fields 〈Aµ1 · · ·Aµn〉. One question that we would like to address
in this chapter is whether these correlation functions can be used as order
parameters. For simplicity, we focus on the simplest of them, namely the
one-gluon-field average 〈Aµ〉.

One difficulty pops up immediately because, unlike the thermal average
of a gauge-invariant functional

〈O[A]〉 ≡
∫
p.b.c.
DAe−S[A]O[A]∫

p.b.c.
DAe−S[A]

, (3.1)

which is defined directly in terms of the gauge-invariant (Euclidean) Yang-
Mills action S[A], the thermal average of Aµ makes sense only if one first fixes
the gauge. In what follows, we recall the usual Faddeev-Popov gauge-fixing
procedure that is used to give a meaning to the correlation functions and
discuss the new problems that arise.

29
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3.1 Faddeev-Popov (FP) Procedure

In order to define the thermal average of a product of gluon fields, one needs
to restrict the functional integral to gluon configurations that obey a certain
condition, known as a gauge-fixing condition. In what follows, we consider
the Landau gauge defined by the condition

∂µAµ = 0 . (3.2)

To restrict to gauge field configurations that fulfil this condition, one inserts
a unity under the functional integral in the form

1 =

∫
G0

DU0 J [AU0 ] δ(∂µA
U0
µ ) , (3.3)

where
∫
G0
DU0 designates a formal integration over the group of gauge trans-

formations and δ(∂µA
U0
µ ) is a functional Dirac δ which selects a configuration

obeying the Landau gauge condition along the gauge orbit of Aµ. Finally,

J [AU0 ] = det

(
δ(∂µA

U0
µ )

δU0

)
, (3.4)

is the Jacobian that accounts for the change from the variable U0 to the
variable ∂µAµ. The identity (3.3) is a functional generalization of the well
known identity

1 =

∫ ∞
−∞

dx f ′(x)δ(f(x)) . (3.5)

We are here skipping some important subtleties (as most presentations of the
Faddeev-Popov procedure do). We shall come back to them below.

3.1.1 Inserting Unity

Plugging Eq. (3.3) under the functional integral, the thermal average (1.19)
of a gauge-invariant functional becomes

〈O〉 =

∫
G0
DU0

∫
p.b.c.
DAe−S[A]O[A] J [AU0 ] δ(∂µA

U0
µ )∫

G0
DU0

∫
p.b.c.
DAe−S[A]J [AU0 ] δ(∂µA

U0
µ )

. (3.6)
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Now, because DA, S[A] and O[A] are gauge invariant, one can rewrite this
as

〈O〉 =

∫
G0
DU0

∫
p.b.c.
DAU0 e−S[AU0 ]O[AU0 ] J [AU0 ] δ(∂µA

U0
µ )∫

G0
DU0

∫
p.b.c.
DAU0 e−S[AU0 ]J [AU0 ] δ(∂µA

U0
µ )

, (3.7)

and, because everything now depends only on AU0 , one can make this trans-
formed field the new integration variable via a change of variables

〈O〉 =

∫
G0
DU0

∫
p.b.c.
DAe−S[A]O[A] J [A] δ(∂µAµ)∫

G0
DU0

∫
p.b.c.
DAe−S[A]J [A] δ(∂µAµ)

. (3.8)

Doing so, we note that the volume of the gauge group has now factorized
and cancels between the numerator and the denominator leading finally to an
alternative (equivalent) definition of the thermal average of a gauge-invariant
functional:

〈O〉 ≡
∫
p.b.c.
DAe−S[A]O[A] J [A] δ(∂µAµ)∫

p.b.c.
DAe−S[A]J [A] δ(∂µAµ)

. (3.9)

Since the integrands are not anymore gauge-invariant (thanks to the gauge-
fixing factors J [A] and δ(∂µAµ)), we can now extend this definition of the
thermal average to functionals that are not gauge-invariant. In particular,
we define the gluon thermal average as

〈Aµ〉 ≡
∫
p.b.c.
DAe−S[A] Aµ J [A] δ(∂µAµ)∫

p.b.c.
DAe−S[A]J [A] δ(∂µAµ)

. (3.10)

3.1.2 Auxiliary Fields

In practice, it is not simple to perform calculations in this form because
J [A]δ(∂µAµ) is highly non-local. It is convenient to introduce an equiva-
lent local formulation to the price of introducing some auxiliary fields. In
particular, the Nakanishi-Lautrup field h allows one to write

δ(∂µAµ) ∝
∫
Dh ei

∫
x h

a(x)∂µAaµ(x) , (3.11)

which generalizes the well known formula of Fourier analysis. As for the
factor J [A], we first consider the following result:
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� � � Problem 3.1: Show that, for an infinitesimal gauge transformation
U0 = 1+ iθata, one has

AU0
µ = Aµ +Dµ[A](θata) , (3.12)

with Dµ[A] ≡ ∂µ − i[Aµ, ] the covariant derivative in the adjoint represen-
tation. Deduce that J [A] = det ∂µDµ[A] which is known as Faddeev-Popov
determinant. � � �

With this result in mind, we can now introduce ghost and antighost Grass-
manian fields c and c̄ to rewrite the Faddeev-Popov determinant as a gaussian
Grassmanian integral:

J [A] = det ∂µDµ[A] =

∫
DcDc̄ e

∫
x c̄
a(x)∂µDabµ [A]cb(x) , (3.13)

where Dab
µ [A] denotes the matrix representation of the covariant derivative

Dµ[A] = ∂µ − i[Aµ, ] in the basis ta, namely Dab
µ [A] = ∂µδ

ab + facbAcµ. All
together, one arrives at the following FP prescription to evaluate the thermal
gluon average in the Landau gauge

〈Aµ〉Landau ≡
∫
p.b.c.
D[A, c, c̄, h] e−SLandau[A,c,c̄,h] Aµ∫

p.b.c.
D[A, c, c̄, h] e−SLandau[A,c,c̄,h]

, (3.14)

with

SLandau[A, c, c̄, h] = S[A] +

∫
x

c̄a(x)∂µD
ab
µ [A]cb(x)

+

∫
x

iha(x)∂µA
a
µ(x) , (3.15)

known as the Faddeev-Popov (FP) action associated to the Landau gauge.
This gauge-fixed formulation is not void of difficulties however:

− First, it is not always compatible with the symmetries. In particular, it
does not necessarily makes explicit the center-symmetry of the problem,
which is annoying if one wants to study the dynamical breaking of that
symmetry. We discuss this problem and a possible fix in the next two
sections.
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− Second, it is well known since the work of Gribov that the FP action is
valid strictly speaking in the ultraviolet and any application at lower
energies requires in principle a – to date unknown – extension of the
Faddeev-Popov prescription. We discuss a possible phenomenological
take on this question in the last section of this chapter.

3.2 Background Landau Gauges

To understand the problem with center symmetry, it is convenient to work
within a more general class of gauges than the Landau gauge, namely the
family of background Landau gauges

Dµ[Ā](Aµ − Āµ) = 0 . (3.16)

This class of gauges is defined in terms of the covariant derivative Dµ[Ā] ≡
∂µ− i[Āµ, ] in the presence of a background configuration. Each background
configuration represents a different gauge and in what follows, as a conve-
nient short-cut, we shall identity a given choice of gauge with the choice of
background. In particular, the gauge Ā = 0 is nothing but the Landau gauge
treated in the previous section.

By repeating the same argumentation as in the previous section, one
arrives at the following Faddeev-Popov gauge-fixed action

SĀ[A, c, c̄, h] = S[A] +

∫
x

c̄a(x)Dab
µ [Ā]Dbc

µ [A]cc(x)

+

∫
x

iha(x)Dab
µ [Ā](Abµ(x)− Ābµ(x)) . (3.17)

� � � Problem 3.2: Use the Faddeev-Popov procedure presented above to
derive this action. � � �

3.2.1 Background Symmetry

Recall that the covariant derivative is Taylor made such that it transforms
covariantly under gauge transformations. More precisely:

� � � Problem 3.3: Given a field X leaving on the algebra, show that

Dµ[AU ](UXU †) = U(Dµ[A]X)U † . (3.18)
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This is true of course for any A, so it works for Dµ[Ā] as well. � � �

From this result, it is easily shown that

SĀU [AU , cU , c̄U , hU ] = SĀ[A, c, c̄, h] , (3.19)

with cU ≡ UcU †, c̄U ≡ Uc̄U † and hU ≡ UhU †. Let us check it. To do so, it
is convenient to rewrite the action (3.17) in a way that does not depend on
the particular basis of generators ta. Using that tr tatb = δab/2, we then find

SĀ[A, c, c̄, h] = S[A] + 2

∫
x

tr c̄Dµ[Ā]Dµ[A]c(x)

+ 2

∫
x

tr ih(x)Dµ[Ā](Aµ(x)− Āµ(x)) . (3.20)

Then, using the result of Problem 3.3 and the cyclicality of the trace, the
identity (3.19) is easily checked.

This identity is usually referred to as background symmetry. It is impor-
tant to stress, however, that, despite its name, this is not really a symmetry
for it does not leave invariant the FP action associated to a given gauge Ā.
Rather, it connects the FP actions associated to two different gauges, Ā and
ĀU .

3.2.2 Thermal Gluon Average

The background symmetry (3.19) leaves its imprint on the thermal gluon
average:

〈Aµ〉Ā =

∫
p.b.c.
D[A, c, c̄, h] e−SĀ[A,c,c̄,h] Aµ∫

p.b.c.
D[A, c, c̄, h] e−SĀ[A,c,c̄,h]

. (3.21)

Indeed, upon using Eq. (3.19), we can write

〈Aµ〉Ā =

∫
p.b.c.
D[A, c, c̄, h] e−SĀU [AU ,cU ,c̄U ,hU ] Aµ∫

p.b.c.
D[A, c, c̄, h] e−SĀU [AU ,cU ,c̄U ,hU ]

. (3.22)

But now, upon using the invariance of the measure under the change of
variables (Aµ, c, c̄, h)→ (AU

†
µ , cU

†
, c̄U

†
, hU

†
), we arrive at

〈Aµ〉Ā =

∫
p.b.c.
D[A, c, c̄, h] e−SĀU [A,c,c̄,h] AU

†
µ∫

p.b.c.
D[A, c, c̄, h] e−SĀU [A,c,c̄,h]

= 〈AU†µ 〉ĀU . (3.23)
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This rewrites more conveniently as

〈Aµ〉UĀ = 〈Aµ〉ĀU , (3.24)

which shows that, as one applies a transformation U to the thermal gluon
average in a given gauge Ā, one obtains yet the thermal gluon average, but
within another gauge ĀU .

This change of gauge as one applies the transformation is problematic
because it implies that the thermal gluon average cannot be used in general
as an order parameter for the symmetry. This is because, the symmetry
does not constrain the thermal average to acquire any particular, confining,
configuration. This is very different from what happens with gauge-invariant
quantities such as the Polyakov for which the symmetry imposes a constraint

` = ei2πk/N` (3.25)

which implies that ` = 0 if the symmetry is not broken.

3.3 Center-Symmetric Landau Gauges

Interestingly enough, there exist certain choices of background gauges for
which the thermal gluon average is constrained by the symmetry and thus
becomes an order parameter allowing one to distinguish between confined
and deconfined phases.

3.3.1 Definition

Suppose indeed that we choose a gauge corresponding to a confining back-
ground configuration Āc. Remember that such a configuration obeys

∀U ∈ G , ∃U0 ∈ G0 , ĀU0U = Āc . (3.26)

Thus, in that gauge and using Eq. (3.24), we find

〈Aµ〉U0U
Āc

= 〈Aµ〉ĀU0U
c

= 〈Aµ〉Āc . (3.27)

which is a symmetry constraint for the thermal gluon average 〈Aµ〉Āc in the
considered gauge Ā = Āc. In this case, 〈Aµ〉Āc becomes an order parameter
for center-symmetry, equivalent to the Polyakov, but more easily tractable
in the continuum. We refer to background Landau gauges corresponding to
Ā = Āc as center-symmetric Landau gauges gauges [11].
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3.3.2 Constant, Temporal and Abelian Backgrounds

If, as we did in the classical analysis, we restrict to backgrounds of the form

Āµ(x) = Tδµ0 r̄
σ3

2
, (3.28)

the center-symmetric gauges correspond to the values r̄ = π + 2πn ≡ r̄c lo-
cated at the center of the Weyl chambers.

Moreover, in any gauge of the form (3.28), we have the following result:

� � � Problem 3.4: Show that

〈Aµ(x)〉Ā = Tδµ0 r
σ3

2
. (3.29)

Tip: Apply the general identity (3.24) to constant color rotations of the form
U = eiθσ3/2. � � �

With this result in mind, it is easily seen that the constraint (3.27) in the
gauge r̄ = r̄c now becomes r = r̄c. So, in that gauge, the thermal average r
becomes an order parameter, equal to r̄c in the confining phase, and departing
from r̄c in the deconfined phase. In other words, it plays the role of an order
parameter for the confinement/deconfinement transition.

3.4 Infrared Gauge Fixing

Let us reconsider the Faddeev-Popov gauge-fixing procedure in the Landau
gauge.

3.4.1 Gribov Copy Problem

Recall that the procedure is based on inserting a unity in the form (3.3)
which is a particular case of the well known formula

1 =

∫ ∞
−∞

dx f ′(x)δ(f(x)) . (3.30)

What we did not mention above is that this identity is valid only under
specific conditions. Namely, the equation f(x) = 0 should have only one
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solution x = x0, and the latter should be such that f ′(x0) > 0. In the presence
of multiple solutions xi with no definite sign of f ′(xi), we have instead∫ ∞

−∞
dx f ′(x)δ(f(x)) =

∑
i

f ′(xi)

|f(xi)|
=
∑
i

sign
(
f(xi)

)
, (3.31)

which can then not be used as a unity.
The same is true for the Faddeev-Popov procedure. The unity that we

used earlier is only justified if the equation ∂µA
U0
µ = 0 has a unique solution

U0(A) for each Aµ. We know since the work of Gribov that this assump-
tion is incorrect and that there are actually infinitely many solutions U0,i(A)
known as Gribov copies. This invalidates a priori the whole Faddeev-Popov
procedure. The usual consensus is that:

− the Faddeev-Popov procedure is justified at high energies since one
explores a small patch of gluon configurations under the functional
integral, and, therefore, one should not be sensitive to Gribov copies;

− at low energies, there is no reason to think that the FP procedure is
correct. In fact there is good evidence from the lattice that it is not.

3.4.2 Lattice Results

It was shown by Kugo and Ojima that the FP action predits a specific be-
havior of the ghost and gluon two-point correlation functions in the Landau
gauge, known as scaling behavior, characterized by an enhancement of the
ghost propagator at low momenta with respect to its tree-level value and a
vanishing of the gluon propagator in this same limit.

The lattice finds instead that the ghost propagator behaves essentially as
the tree-level one in the infrared, while the gluon saturates to a finite non-
zero value, what is nowadays known as the decoupling behavior, see Fig. 3.1.
This clearly shows that the FP action cannot be a good starting point to
tackle low energy properties and that it needs to be replaced by something
else.

Of course, finding what this something else is is a complicated matter
because it relates to the Gribov copy problem which remains an open problem
to date. One can try to tackle the Gribov copies partially. This leads to the
Gribov-Zwanziger procedure and the Gribov-Zwanziger action [13], but this
is not the topic of the present lectures. Another possibility is to follow a
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Figure 3.1: Left: Landau gauge ghost dressing function (propagator divided
by its free counterpart) as computed on the lattice. Right: Landau gauge
gluon propagator [12].

more phenomenological approach. Since the FP action is incomplete in the
infrared one can try to propose extensions by adding new operators and
trying to constrain their couplings using lattice data/experiments.

3.4.3 Curci-Ferrari Model

The Curci-Ferrari model is one example of such phenomenological approach.
It is based on the observation made on the lattice that the ghost propagator
remains pretty similar to its tree-level counterpart while the gluon propagator
develops a screening mass at low momenta. The model then amounts to
adding to the FP action, a mass terms for the gluon field:

SLandau[A, c, c̄, h] =

∫
x

1

4g2
F a
µν(x)F a

µν(x)

+

∫
x

1

2
m2(Aaµ(x))2

+

∫
x

c̄a(x)∂µD
ab
µ [A]cb(x)

+

∫
x

iha(x)∂µA
a
µ(x) . (3.32)

It is important to realize that this is not the same as “massive Yang-Mills”
a.k.a. Proca theory which would correspond to the first two lines of the
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previous action. Proca theory is not only an intentional modification of a
fundamental theory but it also leads to a non-renormalizable theory.

On the other hand, the Curci-Ferrari model should be seen as a phe-
nomenological account of the, yet to be understood, extension of the Lan-
dau gauge-fixed action beyond the Faddeev-Popov approximation. Moreover,
the Curci-Ferrari model is renormalizable, meaning that, even though it is a
model, there is only one additional parameter, the Curci-Ferrari mass, to be
fixed in addition to the fundamental coupling parameter. This mass can be
fixed for instance by fitting the ghost and gluon propagators, as computed
within the model, to available lattice data for the Landau-gauge YM propa-
gators. In what follows, we shall employ the parameter values obtained by fit-
ting the propagators computed in a scheme where the renormalized CF mass
m is defined from the zero-momentum gluon propagator G(Q→ 0) ≡ 1/m2.
In the SU(2) case, these values are

m ' 680 MeV and g ' 7.5 , (3.33)

while in the SU(3) case, we should take instead

m ' 510 MeV and g ' 4.9 . (3.34)

For a review of applications of the CF model as a model for Landau gauge-
fixing in the infrared, see Ref. [8].

As before, if we want to properly account for center-symmetry, we need
to generalize the model to background Landau gauges. The natural general-
ization is

SĀ[A, c, c̄, h] =

∫
x

1

4g2
F a
µν(x)F a

µν(x)

+

∫
x

1

2
m2(Aaµ(x)− Āaµ(x))2

+

∫
x

iha(x)Dab
µ [Ā](Abµ(x)− Ābµ(x))

+

∫
x

c̄a(x)Dab
µ [Ā]Dbc

µ [A]cc(x) . (3.35)

This choice of mass terms makes sure that the background symmetry (3.19)
is still valid, as it can be easily checked. In particular, if we choose the back-
ground to be confining Ā = Āc, the starting action SĀc [A, c, c̄, h] is center-
invariant, a minimum pre-requisite for the study of the spontaneous breaking
of center symmetry and, thus, of the confinement/deconfinement transition.
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Chapter 4

Effective Action

Goal: Learn how to evaluate the thermal gluon average within the Curci-
Ferrari model.

A convenient way to do so is through the effective action which we first
recall in the simpler set-up of a scalar theory before evaluating it within the
CF model.

4.1 Scalar Theory

Consider the (Euclidean) scalar theory

S[ϕ] =

∫
x

{
1

2
∂µϕ(x)∂µϕ(x) +

1

2
m2ϕ2(x) +

λ

4!
ϕ4(x)

}
. (4.1)

This model has an obvious Z2 symmetry ϕ→ −ϕ, so if we were to compute
the thermal field average naively

〈ϕ(x)〉 =
1

Z

∫
p.b.c.

Dϕ e−S[ϕ] ϕ(x) , (4.2)

we would necessarily obtain 0 since 〈ϕ〉 = −〈ϕ〉 by symmetry. The subtlety,
however, is that the system can never be thought in complete isolation. There
is always a tiny perturbation that breaks the symmetry explicitly, say a
tiny external source J coupled linearly to the field. In the presence of this
perturbation, the thermal field average writes instead

〈ϕ(x)〉J =
1

Z

∫
p.b.c.

Dϕ e−S[ϕ]+
∫
x J(x)ϕ(x) ϕ(x) , (4.3)

41
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and the symmetry imposes now 〈ϕ〉J = −〈ϕ〉−J . Accordingly, we can dis-
tinguish two phases corresponding to two different linear realizations of the
symmetry:

− Wigner-Weyl realization: in this case, the zero-source limit does not
depend on the way the limit is taken. The symmetry identity in the
zero-source limit gives 〈ϕ〉J→0 = −〈ϕ〉J→0 and thus 〈ϕ〉J→0 = 0;

− Nambu-Goldsone realization: in this case, the zero-source limit depends
on the way the limit is taken. The best we can achieve is 〈ϕ〉J→0+ =
−〈ϕ〉J→0− but neither of these limits needs to be 0.

4.1.1 Effective Action

A convenient way to distinguish between the two realizations of the symmetry
is to introduce the functional

W [J ] ≡ ln

∫
p.b.c.

Dϕ e−S[ϕ]+
∫
x J(x)ϕ(x) , (4.4)

know as the generating functional for connected correlators. Indeed, its func-
tional derivatives with respect to the source J give access to connected ther-
mal averages of products of fields. For instance, the thermal field average is
given by the first such derivative

δW [J ]

δJ(x)
= 〈ϕ(x)〉J ≡

∫
p.b.c.
Dϕ e−S[ϕ]+

∫
x J(x)ϕ(x) ϕ(x)∫

p.b.c.
Dϕ e−S[ϕ]+

∫
x J(x)ϕ(x)

, (4.5)

while the second derivative gives the two-point correlator

δ2W [J ]

δJ(x)δJ(y)
= 〈ϕ(x)ϕ(y)〉J − 〈ϕ(x)〉J〈ϕ(y)〉J , (4.6)

also known as propagator.
According to Eq. (4.5), the broken phase appears as the phase where W [J ]

becomes irregular, with its first functional derivative at J = 0 depending on
the way J = 0 is approached. This is represented in Fig. 4.1. An even more
convenient interpretation is obtained in terms of the effective action Γ[φ]
corresponding to the Legendre Transform of W [J ]. To define it, one first
considers Eq. (4.5) as a functional φ[J ] associating a certain thermal field
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Figure 4.1: Wigner-Weyl and Nambu-Goldstone realization of Z2 symmetry
in terms of W [J ].

average φ to a given source J . One then considers the functional inverse J [φ]
which, given a thermal field average φ allows one to retrieve back the source
J that generated this thermal average. The effective action is then defined
as

Γ[φ] ≡ −W [J [φ]] +

∫
x

J [φ](x)φ(x) , (4.7)

and it is a well known result that (check it!)

δΓ

δφ(x)
= J(x) . (4.8)

From this latter equation, it follows that the zero-source limit corresponds to
the extremization (in the present case minimization) of the effective action
Γ[φ]. Another nice feature is that (for linearly realized symmetries), the
effective action reflects the symmetries of the problem. In the present scalar
model, we have Γ[φ] = Γ[−φ] which implies in particular that, if φmin is a
minimum, so is −φmin. Then, when the minimum is unique, it has to be
0 by symmetry. This corresponds to the Wigner-Weyl realization of the
symmetry. When the minimum is not unique, the various minima do not
need to be zero but are connected to each other by the symmetry. This is
the Nambu-Goldstone realization of the symmetry, see Fig. 4.2.

4.1.2 One-loop Expression

The recipe to obtain the effective action at one-loop order is quite simple.
One writes the field ϕ as a classical contribution φ plus a fluctuation δϕ and
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Figure 4.2: Wigner-Weyl and Nambu-Goldstone realization of Z2 symmetry
in terms of Γ[φ].

expands the action S[ϕ] with respect to that fluctuation:

S[φ+ δϕ] = S[φ] +

∫
x

δϕa(x)
δS

δϕa(x)

∣∣∣∣
ϕ=φ

+
1

2

∫
x

∫
y

δϕa(x)δϕb(y)
δ2S

δϕa(x)δϕb(y)

∣∣∣∣
ϕ=φ

+ · · · (4.9)

For later purpose, we have here extended our model to a multicomponent
model where the scalar field ϕa carries a “color” index:

S[ϕ] =

∫
x

{
1

2
∂µϕa(x)∂µϕa(x) +

1

2
m2ϕa(x)ϕa(x) +

λ

4!
(ϕa(x)ϕa(x))2

}
.(4.10)

The two important ingredients to be kept from the above expansion are
the order 0 term, corresponding to the action S[φ] associated to the classical
configuration φ, and the next-to-leading (or quadratic) term that gives access
to the free inverse propagator

G−1
0,ab[φ](x, y) ≡ δ2S

δϕa(x)δϕb(y)

∣∣∣∣
ϕ=φ

(4.11)

in the presence of the classical configuration φ. These two ingredients enter
the one-loop expression of the effective action as

Γ[φ] = S[φ] +
1

2
ln detG−1

0 [φ] , (4.12)

where the determinant in this formula accounts for both the space-time and
the color dependence. For later purpose, we also note that, in the case of
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conjugated Grassmanian fields (such as quarks and antiquarks or ghosts and
antighosts), the factor of 1/2 should be replaced by −1.

� � � Problem 4.1: In the present scalar model, show that the free inverse
propagator is

G−1
0,ab[φ] =

(
−∂2

x +m2 +
λ

6
φ2(x)

)
δabδ(x− y) +

λ

3
φa(x)φb(x)δ(x− y) .(4.13)

� � �

4.1.3 Effective Potential

If the system is translationally invariant, it is possible to restrict to constant
classical configurations φ(x) = φ. For those configurations, the effective ac-
tion scales like the volume βL3 of the Euclidean space time [0, β]×R3. This
means that we can write Γ[φ] = βL3V (φ), where V (φ) is known as the effec-
tive potential.

The scaling with the volume is obvious for the first term in Eq. (4.12)
since for constant configurations

S[φ] =

∫
x

{
1

2
m2φaφa +

λ

4!
(φaφa)2

}
= βL3L(φ) , (4.14)

where L(φ) is the Lagrangian density. As for the second term in Eq. (4.12),
the scaling with the volume is less obvious but it can be worked out (this is
actually a good exercice). One eventually arrives at the formula

V (φ) = L(φ) +
1

2

∫
Q

ln detG−1
0 [φ](Q) , (4.15)

where G−1
0,ab[φ](Q) is the Fourier transform of G−1

0,ab[φ](x, y) which actually
becomes a function of x− y when φ is constant.

� � � Problem 4.2: In the present scalar model, show that

G−1
0,ab[φ] =

(
Q2 +m2 +

λ

6
φ2

)
δab +

λ

3
φaφb . (4.16)

� � �
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Note that a convenient way to read G−1
0,ab(Q) directly is to express the

quadratic part in Eq. (A.26) in terms of the Fourier components of the fields.
Indeed, it is easily checked (do it) that

1

2

∫
x

∫
y

δϕa(x)δϕb(y)G−1
0,ab(x− y)

=
1

2

∫
Q

δϕa(−Q)G−1
0,ab(Q)δϕb(Q) . (4.17)

We shall exploit this below.

4.2 Calculation within the CF Model

Let us now apply the formalism to the model (3.35). As it is customary before
considering the loop expansion, we rescale all fields by g while redefining m2

as m2/g2. The action reads then

SĀ[A, c, c̄, h] =

∫
x

1

4
F a
µν(x)F a

µν(x)

+

∫
x

1

2
m2(Aaµ(x)− Āaµ(x))2

+

∫
x

iha(x)Dab
µ [Ā](Abµ(x)− Ābµ(x))

+

∫
x

c̄a(x)Dab
µ [Ā]Dbc

µ [A]cc(x) , (4.18)

with

F a
µν(x) ≡ ∂µA

a
ν(x)− ∂νAaµ(x) + gfabcAbµ(x)Acν(x) , (4.19)

and

Dab
µ [A] = ∂µδ

ab + gfacbAcµ , (4.20)

and similarly for Dab
µ [Ā].

When expanding the action (4.18) around a classical configuration of the
fields, the fields c and c̄ can be treated as fluctuations since, being Grassma-
nian variables, they do not have any classical counterpart. Something similar
occurs for the field h but the reason here is that it appears linearly in the
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action (4.18) and shifting it around a non-vanishing configuration would not
affect the evaluation of the effective action.

All in all, we only need to shift Aµ. For simplicity we also denote by Aµ the
classical configuration around which the field is varied while the fluctuation
is denoted by aµ. The goal is then to extract the quadratic part of

SĀ[A+ a, c, c̄, h] (4.21)

with respect to the variables a, c, c̄ and h. We shall from now one assume
that both Ā and A are constant, temporal and abelian:

Āµ(x) =
T

g
δµ0 r̄

σ3

2
and Aµ(x) =

T

g
δµ0 r

σ3

2
. (4.22)

Recall that, eventually, r̄ is to be chosen equal to a confining configuration
and that r should be obtained from minimizing the corresponding effective
potential in that particular gauge.

4.2.1 Quadratic Part

In the ghost sector, the quadratic part is simply∫
x

c̄a(x)D̄ab
µ D

bc
µ c

c(x) , (4.23)

where, to slightly simplify the notation we have defined Dab
µ ≡ Dab

µ [A] and
D̄ab
µ ≡ Dab

µ [Ā].

In order to identify the quadratic part in the gluon sector, we first con-
sider the following result:

� � � Problem 4.3: Consider the field-strength tensor as a functional of A:

F a
µν [A] = ∂µA

a
ν − ∂νAaµ + gfabcAbµA

c
ν . (4.24)

Show that

F a
µν [A+ a] = F a

µν [A] +Dab
µ a

b
ν −Dab

ν a
b
µ + gfabcabµa

c
ν , (4.25)

where Dab
µ X

b ≡ ∂µX
a + gfacbAcµX

b. � � �
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In the present case (4.22), the first term Fµν [A] in the decomposition of
F a
µν [A+ a] vanishes and the quadratic part originates in the squaring of the

combined next two terms. The quadratic part in the gluon sector then reads∫
x

1

2

(
Dab
µ a

b
ν(x)Dac

µ a
c
ν(x)−Dab

µ a
b
ν(x)Dac

ν a
c
µ(x) +

1

2
m2(aaµ(x))2

)
+

∫
x

iha(x)D̄ab
µ a

b
µ(x) , (4.26)

where we note that one should not forget the last term coupling aµ to h
since it is also quadratic. To properly identify the quadratic form, we use
the following result:

� � � Problem 4.4: Show that∫
x

(Dab
µ X

b(x))Y a(x) = −
∫
x

Xa(x)(Dab
µ Y

b(x)) .

Tip: start by showing that

∂µ(Xa(x)Y a(x)) = (Dab
µ X

b(x))Y a(x) +Xa(x)(Dab
µ Y

b(x)) .

� � �

We then arrive at∫
x

1

2
aaµ(x)

(
Dac
ν D

cb
µ − δµν(Dac

ρ D
cb
ρ −m2δab)

)
abν(x)

+
1

2

∫
x

iha(x)D̄ab
ν a

b
ν(x)− 1

2

∫
x

aaµ(x)D̄ab
µ (ihb(x)) . (4.27)

4.2.2 Color Structure

Clearly the index structure in Eq. (4.27) is rather complicated since it is
neither diagonal in the Lorentz indices nor in the color indices. We shall deal
with the Lorentz structure below. Let us first deal with the color structure.

The problem originates in the presence of the covariant
Dab
µ = ∂µδ

ab + gfacbAcµ and D̄ab
µ = ∂µδ

ab + gfacbĀcµ which are not diagonal in
color. However, this is nothing but the expression of the covariant deriva-
tives Dµ = ∂µ − ig[Aµ, ] and D̄µ = ∂µ − ig[Āµ, ] in a particular basis ta.
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The question is now: can we find another basis where the covariant deriva-
tive becomes diagonal? At least in the SU(2) case, we can answer positively.
Indeed since Aµ ∝ σ3 and Āµ ∝ σ3, we can use the basis {σ3/2, σ+/2, σ−/2}
where

σ± ≡
σ1 ± iσ2√

2
(4.28)

are the ladder operators that play for instance a crucial role in classifying
the representations of the SU(2) algebra.

The basis {σ3/2, σ+/2, σ−/2} is known as a Cartan-Weyl basis and it is
convenient to denote it as {tκ} with κ = 0,+1,−1, t0 = σ3/2, t+ = σ+/2 and
t− = σ−/2. One great benefit of this basis is that it diagonalizes the action
of the commutator [σ3/2, ]. Indeed, one has (check it!)[σ3

2
, tκ
]

= κtκ . (4.29)

In particular, the action of Dµ in such basis writes:

Dµ(Xκtκ) = ∂µ(Xκtκ)− ig[Aµ, X
κtκ]

= (∂µX
κ)tκ − iT δµ0 rX

κ
[σ3

2
, tκ
]

= (∂µX
κ)tκ − iT δµ0 rκX

κtκ

= (∂µ − iT δµ0 rκ)Xκtκ ≡ (Dκ
µX

κ)tκ , (4.30)

and similarly of course for D̄µ(Xκtκ) with r replaced by r̄. All together, the
quadratic part within a Cartan-Weyl color basis reads then∫

x

1

2
a−κµ (x)

(
Dκ
νD

κ
µ − δµν(Dκ

ρD
κ
ρ −m2)

)
aκν(x)

+
1

2

∫
x

ih−κ(x)D̄κ
νa

κ
ν(x)− 1

2

∫
x

ā−κµ (x)D̄κ
µ(ihκ(x)) . (4.31)

The presence of the labels −κ relates to the fact that tr tκtλ ∝ δκ(−λ) rather
than tr tatb ∝ δab for the usual cartesian bases. This will gain even more
sense in the next section.
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4.2.3 Lorentz Structure

Recall that, in order to evaluate the potential (4.15), we need to identify the
quadratic form in Fourier space. With the convention ∂µ → −iQµ, we find∫

Q

1

2
a−κµ (−Q)

(
δµν(Q

κ
ρQ

κ
ρ +m2)−Qκ

νQ
κ
µ

)
aκν(Q)

+

∫
Q

h−κ(−Q)Q̄κ
νa

κ
ν(Q)−

∫
Q

ā−κµ (−Q)Q̄κ
µh

κ(Q) , (4.32)

where Qκ
µ ≡ Qµ + Tδµ0 rκ and Q̄κ

µ ≡ Qµ + Tδµ0 r̄κ are generalized momenta
that combine the momentum Qµ and the charge κ into a single ob-
ject. From this perspective, it seems natural that −κ appears in those
Fourier components of momentum −Q. These generalized momenta involved
shifted frequencies, Qκ = (ωκn, ~q) and Q̄κ = (ω̄κn, ~q), with ωκn ≡ ωn + rκT and
ω̄κn ≡ ωn + r̄κT . In a certain sense, these frequency shifts play the role of
(imaginary) chemical potentials for the color charge.

In matrix form, the quadratic form whose determinant we need to evalu-
ate writes (

δµν(Q
κ
ρQ

κ
ρ +m2)−Qκ

µQ
κ
ν Q̄κ

µ

Q̄κ
µ 0

)
. (4.33)

To evaluate its determinant, we use the following result:

� � � Problem 4.5: Consider a square matrix M subdivided in four square
blocks A, B, C and D:

M =

(
A B
C D

)
.

Assuming that A is invertible, verify that

M =

(
A 0
C 1

)(
1 A−1B
0 D − CA−1B

)
. (4.34)

Deduce that detM = detA×det(D−CA−1B). The combination D−CA−1B
is known as Schur complement. � � �

In the present case, the block A writes

A = δµν(Q
2
κ +m2)−Qκ

µQ
κ
ν = (Q2

κ +m2)P⊥µν(Qκ) +m2P ‖µν(Qκ) (4.35)
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where we have introduced the usual orthogonal projectors

P ‖µν(Qκ) ≡
Qκ
µQ

κ
ν

Q2
κ

and P⊥µν(Qκ) ≡ δµν −
Qκ
µQ

κ
ν

Q2
κ

, (4.36)

but with respect to the generalized momentum Qκ
µ. The block A is clearly

invertible, with inverse A−1 given by

A−1 =
P⊥µν(Qκ)

Q2
κ +m2

+
P
‖
µν(Qκ)

m2
(4.37)

and determinant

detA = m2(Q2
κ +m2)d−1 , (4.38)

the power of d − 1 coming from the fact that P⊥(Qκ) corresponds to an
eigenspace of dimension d−1. Finally, the Schur complement is just a number
in this case and computed to be

D − CA−1B =
Q̄κ
µP
⊥
µν(Qκ)Q̄

κ
ν

Q2
κ +m2

+
Q̄κ
µP
‖
µν(Qκ)Q̄

κ
ν

m2

=
Q̄2
κ

Q2
κ +m2

+
(Q̄κ ·Qκ)

2

Q2
κ

[
1

m2
− 1

Q2
κ +m2

]
=

1

Q2
κ +m2

[
Q̄2
κ +

(Q̄κ ·Qκ)
2

m2

]
. (4.39)

Here, we have introduced the notation Xκ · Y κ ≡ Xκ
µY

κ
µ when a sum over µ

is implied. Putting all the pieces together, the determinant of the quadratic
form (4.33) writes

(Q2
κ +m2)d−2

[
m2Q̄2

κ + (Q̄κ ·Qκ)
2
]
. (4.40)

4.3 Final Result

The logarithm of the determinant (4.40) contributes to the effective potential
with a factor 1/2, see Eq. (4.12). Similarly, the quadratic part in the ghost
sector gives the determinant Qκ · Q̄κ whose logarithm contributes to the
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effective potential with a factor −1. All together we arrive at the formula

Vr̄(r) =
m2T 2

2g2
(r − r̄)2 −

∑
κ

∫
Q

ln
[
Q̄κ ·Qκ

]
+

d− 2

2

∑
κ

∫
Q

ln
[
Q2
κ +m2

]
+

1

2

∑
κ

∫
Q

ln
[
(Q̄κ ·Qκ)

2 +m2Q̄2
κ

]
,

(4.41)

where the first term is just the Lagrangian density for constant field and
background of the form (4.22). We are being deliberately vague about the
precise meaning of our notation

∫
Q

. This will be clarified in the next chapter
where we deal with the practical evaluation of the effective potential.

Recall that r̄ is a background that characterizes the chosen gauge within
the class of background Landau gauges. We are particularly interested in the
center-symmetric Landau gauge corresponding to the choice r̄ = r̄c, where
r̄c denotes a confining configuration. On the other hand, the variable r
represents the gluon thermal average in the presence of an external source.
Its value rmin in the limit of zero sources is obtained by minimizing the
effective potential Vr̄c(r) with respect to r and plays, as we have seen, the
role of an order parameter for the confinement/deconfinement transition,
namely one should have rmin = r̄c in the low temperature, confining phase,
and rmin 6= r̄c in the high temperature, deconfined phase.

� � � Problem 4.6: Check that Vr̄c(r) as given by Eq. (4.41) for r̄ = r̄c = π
is symmetric under Weyl transformations r → −r and under the twisted
transformations r → r + 2π. It is thus invariant under r → 2π − r. Tip:
employ appropriate changes of variables in the Matsubara sums. � � �



Chapter 5

Matsubara Sum-Integrals

Goal: Learn how to evaluate one-loop integrals at finite temperature.

In order to pursue our investigation of the effective potential, we now need
to determine the one-loop integrals present in Eq. (4.41). These integrals are
similar to the usual vacuum integrals with the important difference that the
frequencies take discrete values (n ∈ Z)

ωn ≡
2π

β
n , (5.1)

known as Matsubara frequencies. The presence of discrete frequencies relates
to the fact that the associated time variable spans a compact time interval
[0, β] over which the fields satisfy periodic boundary conditions. For such
functions, the appropriate Fourier decomposition is not a Fourier integral
but rather a Fourier series with discrete frequencies as given by (5.1).

We can now give a more precise meaning to the integral notation
∫
Q

appearing in Eq. (4.41). It stands for∫
Q

≡ 1

β

∑
n∈Z

∫
dd−1q

(2π)d−1
, (5.2)

also known as a Matsubara sum-integral. In this chapter, we discuss a rather
generic situation where it is possible to analytically evaluate the discrete sum
in the sum-integral (5.2) and apply the method to extract the deconfinement
temperature as predicted by the Curci-Ferrari model in the SU(2) case. We
also explain what to do in those cases where the sum has no simple analytical
expression.

53
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5.1 The Contour Trick

Suppose we are interested in evaluating a generic sum

F ≡ 1

β

∑
n∈Z

f(iωn) , (5.3)

with ωn given in Eq. (5.1). In what follows, we assume that f(z) is a func-
tion defined over the complex plane, everywhere analytic except for a finite
number of simple poles zi, which should of course be distinct from the iωn
(otherwise the sum is not even defined in the first place). We also assume
that f(z) goes to 0 fast enough and uniformly enough as |z| → ∞.

5.1.1 General Formula

Consider a circular contour CN centered at the origin, with radius RN =
2π/β(N + 1/2), so in between two consecutive Matsubara frequencies see
Fig. 5.1, and define the associated contour integral

IN ≡
∫
CN

dz

2πi
f(z)n(z) , (5.4)

where

n(z) =
1

eβz − 1
(5.5)

is a complex version of the Bose-Einstein factor. Note that the latter is
analytic, except for simple poles located precisely at z = iωn with residue
1/β (verify it!). We also note for later purpose that n(−z) = −1− n(z)
(show it!).

Let us now consider the integral IN the limit N →∞ of infinite radius.
There are two ways in which this limit can be evaluated. First of all, because
we have assumed that f(z) goes to 0 fast enough and regularly enough as
|z| → ∞, we can write

lim
N→∞

IN = 0 . (5.6)

On the other hand, because f(z) and n(z) have only simple poles which do
not coincide with each other by assumption, so is the case of f(z)n(z). The
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Figure 5.1: The integration contour CN in Eq. (5.4) and the Matsubara
frequencies along the imaginary axis as poles of the complex Bose-Einstein
factor n(z).

residue of this function at a pole iωn is f(iωn)/β while the residue at a pole
zi is n(zi)Res f |zi . The residue theorem then gives

IN =
1

β

N∑
n=−N

f(iωn) +
∑
i

n(zi)Res f |zi . (5.7)

In the limit N →∞, owing to Eqs. (5.3) and (5.6), this rewrites

F = −
∑
i

n(zi)Res f |zi , (5.8)

which is an explicit result for the original sum (5.3) in terms of the simple
poles and residues of f(z). Let us mention that the formula can be generalized
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to the case where f(z) possesses multiple poles but we shall not need this
more general formula since we shall always massage our expressions so that
only simple poles are present.

5.1.2 Examples

Consider for instance the sum

1

β

∑
n∈Z

1

Q2 +m2
≡ 1

β

∑
n∈Z

1

−(iωn)2 + q2 +m2
, (5.9)

corresponding to (we define εq ≡
√
q2 +m2)

f(z) =
1

−z2 + ε2
q

=
1

2εq

[
−1

z − εq
+

1

z + εq

]
, (5.10)

with simple poles at z = ±εq with residue ∓1/(2εq). Direct application of
Eq. (5.8) then gives

1

β

∑
n∈Z

1

Q2 +m2
= −

[
− 1

2εq
n(εq) +

1

2εq
n(−εq)

]
=

1 + 2n(εq)

2εq
.(5.11)

Combining this result with a spatial momentum integral, we arrive at∫
Q

X(q)

Q2 +m2
=

∫
dd−1q

(2π)d−1

X(q)

2εq
+

∫
dd−1q

(2π)d−1
X(q)

n(εq)

εq
, (5.12)

where X(q) denotes a generic function depending only on the spatial mo-
mentum, which we assume to grow at most polynomially at large q. We
have here split the result into a finite-temperature part (second term of
Eq. (5.12)) which goes to 0 as T → 0 due to the presence of n(εq) and a
zero-temperature or vacuum part (first term of Eq. (5.12)) which survives the
T → 0 limit. This type of splitting is very useful since the finite-temperature
part is UV-finite thanks to the presence of the thermal factor which cuts off
the large momentum tails. Possible UV-divergences are only present in the
vacuum part.

In what follows, we shall need the generalization of this formula in the
presence of a shifted momentum Qκ = Q+ rκT . Its derivation is left as an
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exercise:

� � � Problem 5.1: Show that∫
Q

X(q)

Q2
κ +m2

=

∫
dd−1q

(2π)d−1

X(q)

2εq
+ Re

∫
dd−1q

(2π)d−1
X(q)

n(εq − irκT )

εq
,

where Re denotes the real part. Note that the zero-temperature piece does
not depend on r and thus coincides with the zero-temperature piece in the
r = 0 case. This is also true for the finite-temperature piece for the color
mode κ = 0. In contrast, for κ = ±1, the finite-temperature piece does de-
pend on r and it is here quite clear that ±rT plays the role of an imaginary
chemical potential. When r is taken to correspond to a confining configura-
tion r = r̄c = π show that the formula becomes∫

Q

X(q)

Q2
± +m2

→
∫

dd−1q

(2π)d−1

X(q)

2εq
−
∫

dd−1q

(2π)d−1
X(q)

f(εq)

εq
.

with f(z) ≡ 1/(eβz + 1) the Fermi-Dirac distribution! � � �

5.2 Application

In the SU(2) case, the transition is known to be second order, that is, it occurs
continuously. In terms of the effective potential Vr̄c(r), this means that one
moves smoothly from a situation where there is only one minimum located
at r = r̄c = π, to a situation with two minima connected by center symmetry
r → 2π − r while r = r̄c has turned into a maximum. Thus, the transition
occurs at the temperature at which the extremum at r = r̄c changes nature,
or, in other words, the temperature at which the curvature of the effective
potential at r = r̄c vanishes, see Fig. 5.2. The equation determining the
transition temperature is thus

V ′′r̄c(r = r̄c) = 0 . (5.13)

Let us now evaluate this equation in more detail.
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Figure 5.2: The continous transition of a Z2 symmetric theory. The transition
occurs because the curvature of the potential at the Z2-symmetric point
changes sign. Because the transtion is continuous, the curvature needs to
vanish at the transition. This would not be true in the case of a first order
transition, in which case the vanishing of the curvature defines the spinodals
below and above the transition.

5.2.1 Curvature

Taking a first derivative with respect to r in Eq. (4.41), we find

V ′r̄ (r) =
m2T 2

g2
(r − r̄) +

d− 2

2

∑
κ

∫
Q

2κTωκn
Q2
κ +m2

−
∑
κ

∫
Q

κT ω̄κn
Q̄κ ·Qκ

+
1

2

∑
κ

∫
Q

2κT ω̄κn(Q̄κ ·Qκ)

(Q̄κ ·Qκ)2 +m2Q̄2
κ

. (5.14)

A second derivative gives

V ′′r̄ (r) =
m2T 2

g2
+
∑
κ

∫
Q

(κT )2(ω̄κn)2

(Q̄κ ·Qκ)2

+
d− 2

2

∑
κ

∫
Q

[
2(κT )2

Q2
κ +m2

− 4(κT )2(ωκn)2

(Q2
κ +m2)2

]
+

1

2

∑
κ

∫
Q

[
2(κT )2(ω̄κn)2

(Q̄κ ·Qκ)2 +m2Q̄2
κ

− 4(κT )2(ω̄κn)2(Q̄κ ·Qκ)
2

((Q̄κ ·Qκ)2 +m2Q̄2
κ)

2

]
.

(5.15)
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This formula looks complicated but it can be simplified quite a bit. First,
for later convenience, we bring a factor T 2/g2 to the left-hand side. Next, we
notice that only the modes κ = ±1 contribute, and they actually contribute
equally (as a change of variables n → −n allows one to show). Finally,
we are eventually interested in the case r = r̄, see Eq. (5.13), in which case
Q̄κ ·Qκ → Q̄2

κ and (Q̄κ ·Qκ)
2 +m2Q̄2

κ → Q̄2
κ(Q̄

2
κ +m2). We then arrive at

g2

T 2
V ′′r̄ (r̄) = m2 + g2

{
(d− 2)

∫
Q

[
2

Q̄2
+ +m2

− 4(ω̄+
n )2

(Q̄2
+ +m2)2

]
+

∫
Q

[
2(ω̄+

n )2

Q̄4
+

+
2(ω̄+

n )2

Q̄2
+(Q̄2

+ +m2)
− 4(ω̄+

n )2

(Q̄2
+ +m2)2

]}
. (5.16)

5.2.2 Renormalization

Before evaluating the curvature, let us discuss its renormalization.

The above expression contains one-loop sum-integrals. As we have seen,
these sum-integrals typically split into a UV-finite finite-temperature piece
and a possibly UV-divergent zero-temperature piece. These UV diver-
gences should in principle be cancelled by the various renormalization fac-
tors/counterterms determined for instance from the evaluation of the prim-
itively divergent correlation functions of the Curci-Ferrari model in a given
renormalization scheme. Here, we can somehow short-circuit the determina-
tion of counterterms/elimination of divergences because the left-hand side of
(5.16) is nothing but the inverse two-point function in the zero-momentum
limit. To understand this in a simple set-up, let us go back to our scalar
example.

By construction, functional derivatives of the generating functional W [J ]
with respect to the source J give access to connected correlation functions:

φ(x) =
δW

δJ(x)
, (5.17)

G(x, y) =
δ2W

δJ(x)δJ(y)
=
δφ(x)

δJ(y)
. (5.18)

The last equality shows that the propagator can be seen as the Jacobian of
the transformation J [φ] that associates the one-point function φ to a given
source J . But we have also seen that the first derivative of the effective action
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Γ[φ] allows one to retrieve back the source:

δΓ

δφ(x)
= J(x) . (5.19)

The second derivative is then

δ2Γ

δφ(x)δφ(y)
=
δJ(x)

δφ(y)
, (5.20)

that is the Jacobian of the inverse transformation J [φ]. Since φ[J ] and J [φ]
are inverses of each other, so should be the corresponding Jacobians. Then,
we have

δ(x− y) =

∫
z

δφ(x)

δJ(z)

δJ(z)

δφ(y)
=

∫
z

δ2Γ

δφ(x)δφ(z)
G(z, y) , (5.21)

which shows that δ2Γ/δφ(x)δφ(y) is nothing but the inverse propagator.
Now, when we consider the potential V (φ), we are in fact evaluating
the effective action for a constant field configuration φ(x) = φ, that is
Γ[φ] = βL3V (φ). The curvature of the potential is then

V ′′(φ) =
1

βL3

∫
x

∫
y

δ2Γ

δφ(x)δφ(y)

∣∣∣∣
φ( )=φ

=
1

βL3

∫
x

∫
y

G−1(x− y)

=

∫
y

1

βL3

∫
x

G−1(x) = G−1(Q = 0) . (5.22)

where we have used that
∫
y

1 = βL3 and
∫
x
f(x) = f(Q = 0).

Coming back to our present problem, since there is a factor T/g that
connects the variable r to the gluon field, see Eq. (4.22), the left-hand side of
Eq. (5.16) including the factor g2/T 2 is nothing but the inverse propagator
G−1(Q) in the zero-momentum limit. Its zero-temperature part can then
be seen as the renormalized mass in a scheme defined by the renormaliza-
tion condition G−1

T=0(Q = 0) = m2. In practice, this means that, by choosing
such type of renormalization scheme, one can manually set to 0 the zero-
temperature pieces of the one-loop sum-integrals in Eq. (5.16) and keep only
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the finite-temperature pieces. For this reason, we shall also set d = 4 in this
formula:

T 2

g2
V ′′r̄ (r̄) = m2 + g2

{∫
Q

4

Q̄2
+ +m2

+

∫
Q

[
2(ω̄+

n )2

Q̄4
+

+
2(ω̄+

n )2

Q̄2
+(Q̄2

+ +m2)
− 12(ω̄+

n )2

(Q̄2
+ +m2)2

]}
no T = 0 parts

. (5.23)

We are now ready to evaluate this expression using the contour trick pre-
sented above.

5.2.3 Reduction to Basic Sum-Integrals

Notice that the first sum-integral in Eq. (5.23) is precisely of the form treated
in Problem 5.1. One strategy to deal with the other sum-integrals is to bring
them to the same form. Take for instance the second sum-integral in the
second line of Eq. (5.23). Using

1

Q̄2
+(Q̄2

+ +m2)
=

1

m2

[
1

Q̄2
+

− 1

Q̄2
+ +m2

]
, (5.24)

it becomes ∫
Q

(ω̄+
n )2

Q̄2
+(Q̄2

+ +m2)
=

1

m2

∫
Q

[
(ω̄κn)2

Q̄2
+

− (ω̄κn)2

Q̄2
+ +m2

]
. (5.25)

Then, noting that (ω̄κn)2 = Q̄2
κ − q2 = Q̄2

κ +m2 − q2 −m2, we arrive at∫
Q

(ω̄+
n )2

Q̄2
+(Q̄2

+ +m2)
=

1

m2

∫
Q

[
q2 +m2

Q̄2
+ +m2

− q2

Q̄2
+

]
. (5.26)

On the other hand, the third (and therefore the first) sum-integral in the
second line of Eq. (5.23) can written as∫

Q

(ω̄+
n )2

(Q̄2
+ +m2)2

=

∫
Q

1

Q̄2
+ +m2

−
∫
Q

q2 +m2

(Q̄2
+ +m2)2

. (5.27)

Then, noting that

1

(Q̄2
+ +m2)2

= − d

dq2

1

Q̄2
+ +m2

= − 1

2q

d

dq

1

Q̄2
+ +m2

, (5.28)
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we find, upon integrating by parts∫
Q

(ω̄+
n )2

(Q̄2
+ +m2)2

=

∫
Q

1

Q̄2
+ +m2

+
1

2

∫
Q

q2 +m2

q

d

dq

1

Q̄2
+ +m2

=

∫
Q

1

Q̄2
+ +m2

− 1

2

∫
Q

(
3 +

m2

q2

)
1

Q̄2
+ +m2

= −1

2

∫
Q

1

Q̄2
+ +m2

− 1

2

∫
Q

m2

q2

1

Q̄2
+ +m2

. (5.29)

Here, we have set d = 4 and we have not paid attention to boundary terms
since we are only interested in the finite temperature pieces. Putting all the
pieces together, we arrive at

T 2

g2
V ′′r̄ (r̄) = m2 + g2

∫
Q

{[
6
m2

q2
+ 12 + 2

q2

m2

]
1

Q̄2
+ +m2

−
[
1 + 2

q2

m2

]
1

Q̄2
+

}
.

(5.30)

5.2.4 Extracting Tc

The condition (5.13) defining Tc is obtained by setting r̄ = r̄c in which case
the sum-integrals can be expressed in terms of the Fermi-Dirac distribution,
see Problem 5.1. Defining tc ≡ Tc/m and rescaling the integrals by m, we
find

2π2

g2
=

∫ ∞
0

dq
6 + 12q2 + 2q4√
q2 + 1e

√
q2+1/tc + 1

−
∫ ∞

0

dq
q + 2q3

eq/tc + 1
. (5.31)

In the considered scheme, the fit of the lattice propagators at T = 0 gives
the best fitting parameters g = 7.5 and m = 680 MeV. With this value of g,
we find tc = 0.39 and thus Tc = 265 MeV, not so far from the lattice result
of 295 MeV.

5.3 When the Contour Trick does not Work

There exist situations for which the contour trick is not easily implemented.
One example is that of the evaluation of the curvature of the potential for
r 6= r̄. In this case indeed there appears one denominator,

(Q̄κ ·Qκ)
2 +m2Q̄2

κ , (5.32)
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Figure 5.3: The potential Vr̄c(r) in the SU(2) case.

which depends quartically on the Matsubara frequencies with no obvious ze-
ros. Even though roots of quartic polynomials are exactly known, evaluating
the Matsubara sums in this way becomes a rather cumbersome exercise.

A different strategy consists in remarking that the above denominator is
a quartic polynomial in the variable q2 and can thus be written as

(q2 +M2
+,κ,n)(q2 +M2

−,κ,n) (5.33)

where M2
±,κ,n, which are not necessarily real, depend on the Matsubara

frequency ωn and the charge κ.

� � � Problem 5.2: Show that

M2
±,κ,n = ωκnω̄

κ
n +

m2

2

±

√(
ωκnω̄

κ
n +

m2

2

)2

− (ω̄κn)2((ωκn)2 +m2)

= ωκnω̄
κ
n +

m2

2
± m2

2

√
1 + 4

ω̄κn(ωκn − ω̄κn)

m2
,

where ωκn = ωn + rκ T and ω̄κn = ωn + r̄κ T . � � �
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This strategy can be applied in particular to deal with the effective po-
tential (4.41) which rewrites

Vr̄(r) =
m2T 2

2g2
(r − r̄)2

− T
∑
n

∑
κ

∫
q

ln
[
q2 +M2

0,κ,n

]
+
d− 2

2
T
∑
κ

∑
n

∫
q

ln
[
q2 +M2

κ,n

]
+
T

2

∑
κ

∑
n

∫
q

ln
[
(q2 +M2

+,κ,n)(q2 +M2
−,κ,n)

]
, (5.34)

with

M2
0,κ,n ≡ ωκnω̄

κ
n and M2

κ,n ≡ (ωκn)2 +m2 . (5.35)

The spatial momentum integrals can now all be performed analytically using
the well known result∫

q

ln[q2 +M2] = −(M2)(d−1)/2

(4π)(d−1)/2
Γ

(
1− d

2

)
. (5.36)

One is then left with a d-regularized Matsubara sum to be performed nu-
merically after possible divergences arsing from contributions of the form∑

n 1/n1+#ε have been extracted. Figure 5.3 shows the so-obtained potential
Vr̄c(r) as a function of r for various temperatures. We clearly observe a con-
tinous confinement/deconfinement transition whose transition temperature
we have already determined above.



Chapter 6

Extension to SU(3)

Goal: Learn how to extend the previous discussion to the SU(3) case.

The key notion is that of Cartan-Weyl bases and the associated roots
which we briefly introduce in the first section. More details about roots are
gathered in the Appendix.

6.1 Roots and Cartan-Weyl Bases

Cartan-Weyl bases are generalizations of the basis {σ3/2, σ+/2, σ−/2} which
is so useful in the SU(2) case due in particular to the relation[σ3

2
,
σ±
2

]
= ±σ±

2
. (6.1)

A Cartan-Weyl basis {tj, tα} consists of two types of generators: first, a
set of generators {tj} that commute with each other and, second, a set of
generators {tα} which diagonalize the adjoint action of all the tj:

[tj, tα] = αjtα . (6.2)

To memorize these relations, one can adopt the following interpretation bor-
rowed from Quantum Mechanics. The operators [tj, ] form a set of com-
muting observables acting on a space of states as given by the Lie algebra of
the group. In this space, one can look for states tα that diagonalize simul-
taneously all the [tj, ]’s and which are, therefore, characterized by a set of

65
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well defined quantum numbers {αj}. This set of quantum numbers forms a
vector α known as root which allows one to label the corresponding state tα.

Note that the number of components of each root is equal to the number
of commuting charges. In the SU(2) case for instance, there is only one com-
muting charge tj = σ3/2 and the roots are just numbers. From Eq. (6.1), they
are found to be α = ±1, corresponding respectively to the states t± ≡ σ±/2.
More generally, within the SU(N) algebra, among the N2 − 1 generators of
the algebra, one can always find N −1 generators tj that commute with each
other, so the roots are (N − 1)-dimensional vectors.

Consider then SU(3). A basis of the algebra is {ta ≡ λa/2}, given in
terms of the Gell-Mann matrices

λ1 =

 0 1 0
1 0 0
0 0 0

 , λ2 =

 0 −i 0
i 0 0
0 0 0

 , λ3 =

 1 0 0
0 −1 0
0 0 0

 ,

λ4 =

 0 0 1
0 0 0
1 0 0

 , λ5 =

 0 0 −i
0 0 0
i 0 0

 ,

λ6 =

 0 0 0
0 0 1
0 1 0

 , λ7 =

 0 0 0
0 0 −i
0 i 0

 , λ8 =
1√
3

 1 0 0
0 1 0
0 0 −2

 .

(6.3)

There are two commuting generators, t3 and t8, so the roots are two-
dimensional vectors. Two of the roots are obtained by noticing that {t1, t2, t3}
generates the SU(2) algebra while t8 commutes with any element of this al-
gebra. It follows that the combinations t± ≡ (t1 ± it2)/

√
2 satisfy

[t3, t±] = ±t± and [t8, t±] = 0 , (6.4)

and correspond thus to the roots α = (±1, 0).

� � � Problem 6.1 Find linear combinations t̃3 and t̃8 of t3 and t8 such
that {t4, t5, t̃3} generates the SU(2) algebra while t̃8 commutes with any
element of this algebra. Do the same after replacing t4 and t5 by t6 and t7

respectively. � � �

� � � Problem 6.2 Use the results of Problem 6.1 to show that the other
possible roots of SU(3) are (±1/2,

√
3/2) and (±1/2,−

√
3/2) and construct
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Figure 6.1: Roots of the su(3) algebra.

the corresponding states from t4, t5, t6 and t7. Tip: one can also apply some
trial and error to guess the good combinations of these matrices. � � �

The collection of roots associated to an algebra forms the root diagram
of that algebra. The root diagram of SU(3) is represented in Fig. A.2 while
the root diagram of SU(2) can be read along the horizontal axis of that same
figure. More details about roots can be found in the Appendix. In particular,
one can show that the SU(N) roots are all of unit length, α2 = 1. It is also
generally true that the roots come by pairs, α and −α.

6.2 SU(3) Gauge Transformations

Recall that, in terms of classical gauge field configurations, invariance under
some physical transformation Aµ → ATµ needs always to be though modulo
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gauge transformations

∃U0 ∈ G0 , ATµ = AU0
µ . (6.5)

So, in order to find configurations that obey this property, one needs first to
identify gauge transformations U0 ∈ G0 such that the mapping Aµ → (ATµ )U0

possesses fixed-points in field space. The first step is to better understand
the content of G0 as we did in the SU(2) case. For simplicity, we restrict once
more to configurations which are constant, temporal and Abelian:

Aµ(x) = 4πTδµ0 x
jtj . (6.6)

As compared to the SU(2) case, for later convenience, we have introduced
an extra factor of 4π in the right-hand side of this equation. Since we
restrict to configurations of this specific form, we need to restric to gauge
transformations that preserve this form.

� � � Problem 6.3: Consider the traced Wilson line Φ[A] defined in the
chapter 2. Show that, for configurations of the form (6.6), one has

Φ[A] =
1

3

[
e
−i 4πx8√

3 + 2e
i
2πx8√

3 cos (2πx3)

]
. (6.7)

Tip: Note that the path-ordering that enters the definition of Φ[A] can be
ignored since the considered configurations are constant. � � �

6.2.1 Weyl Transformations

We can first look for global gauge transformations (color rotations) that
preserve this form. We saw in the SU(2) case that the only non-trivial trans-
formation that preserves direction 3 of the algebra is eiπσ1/2 which acts on
direction 3 as a point reflection with respect to the origin. It is interesting
to recast this transformation in terms of t±. Since t± ≡ (σ1 ± iσ2)/2

√
2, we

have σ1/2 = (t+ + t−)/
√

2 and the transformation writes

eiπσ1/2 = e
i π√

2
(t++t−)

. (6.8)

In the SU(N) case, it is generally true that, given a root α

Wα ≡ e
i π√

2
(tα+t−α)

, (6.9)
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Figure 6.2: Weyl reflections Wα and the associated pairs of roots α and −α.

stabilizes the commuting part of the algebra. More precisely, one shows that

WαX
jtjW †

α =

(
Xj − 2

X · α
α2

αj
)
tj , (6.10)

see the Appendix. This corresponds to a reflection with respect to an hyper-
plane orthogonal to α. Note Wα = W−α and thus the reflection is the same
for both roots α and −α. The Weyl reflections in the SU(3) are represented
in Fig. 6.2 together with the corresponding roots.

6.2.2 Winding Transformations

In the SU(2) case, we saw that the transformations

U(τ) = exp

{
iθ
τ

β

σ3

2

}
, (6.11)

with θ = ±4π are genuine (in the sense of periodic) gauge transformations.
Note that θ = 4πα where α is an SU(2) root. In fact the generalization of
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Figure 6.3: For each root, one can combine the corresponding Weyl transfor-
mation and the winding transformations to generate a network of reflection
symmetries that pave the plane R2.

these transformations to the SU(N) case is simply

U(τ) = exp

{
i4π

τ

β
αjtj

}
, (6.12)

These transformations are periodic, U(β) = U(0), see the Appendix. More-
over, they act on configurations of the form (6.6) as xj → xj + αj that is a
mere translation by the corresponding root. These transformations can also
be seen in Fig. 6.2.

6.2.3 Weyl Chambers

For a given root, we can now consider the corresponding Weyl reflection or-
thogonal to a given root α and the two translations by α and −α. Take for
instance the transformations associated to the horizontal roots in Fig. 6.2.
Similarly to what we did in the SU(2) case, we can combine these transforma-
tions to generate new transformations. In particular one generates reflections
with respect to hyperplanes orthogonal to the root and displaced by any mul-
tiple of half the root. In fact, we can completely forget about the translations
and focus only on these displaced reflections. This gives the first picture in
Fig. 6.3.

Repeating the same strategy for the two other root-directions, see Fig. 6.3,
we obtain a paving of the plane R2 into regions known as Weyl chambers,
see the last figure of Fig. 6.3. These regions are physically equivalent since
connected by genuine gauge transformations which correspond to reflections
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with respect to the edges of the Weyl chambers.

� � � Problem 6.4 Show that the Weyl chambers form a lattice of points s
such that s · α ∈ Z/2. These vectors have a simple interpretation in terms
of the fundamental weights of the algebra, see the Appendix. � � �

6.3 Symmetries in the SU(3) Case

We are now ready to investigate physical transformations in terms of classical
SU(3) gauge-field configurations and to identify the invariant configurations
modulo gauge transformations.

6.3.1 Center Symmetry

Let us consider center transformations first. We saw in the SU(2) case
that one particular example of non-trivial center transformations with
U(β) = −U(0) is provided by

U(τ) = exp

{
iθ
τ

β
σ3/2

}
. (6.13)

with θ = ±2π. Let us now see how this generalizes to the SU(N) case. Con-
sider a transformation of the form

U(τ) = exp

{
i4π

τ

β
sjtj
}
. (6.14)

We want sj to be chosen such that the transformation U(τ) preserves the
periodicity of the gauge field (without being itself periodic necessarily). The
action on the gauge field writes

AUµ = ei4π
τ
β
sjtjAµe

−i4π τ
β
sjtj + iei4π

τ
β
sjtj∂µe

−i4π τ
β
sjtj

= ei4π
τ
β
sj [tj , ]Aµ +

4π

β
δµ0s

jtj , (6.15)

where we have used the well-known identity eXY e−X = e[X, ]Y . The second
term is obviously periodic, so the periodicity constraint comes actually from
the first term and reads ei4s

j [tj , ] = 1. To make most of this condition, it is
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Figure 6.4: Center transformation on a Weyl chamber, together with the
gauge transformations that bring the Weyl chamber back to its original loca-
tion. The combination of these transformations corresponds to a rotation of
the Weyl chamber by an angle 2π/3 leaving the center of the Weyl chamber
as the only confining configuration in the Weyl chamber.

convenient to evaluate it on a Cartan-Weyl basis {tj, tα} that diagonalizes
the defining action of the tj’s. The only non-trivial conditions are obtained
when acting on tα, namely ei4πs

jαj = 1 and thus

s · α ∈ 1

2
Z . (6.16)

From Problem 6.3, we know that the solutions to this equation are nothing
but the points of the lattice formed by the Weyl chambers. This is in agree-
ment to what we found in the SU(2) case where a given Weyl chamber was
translated along one of its edges into the neighbouring one.
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6.3.2 Confining Configurations

Consider in particular a translation of a Weyl chamber along one of its edges,
see the second plot of Fig. 6.4. By using two reflections with respect to edges
of Weyl chambers, that is two genuine gauge transformations, one can bring
the displaced Weyl chamber back to its original location, see the last two
plots of Fig. 6.4. In the process, we observe that the original Weyl chamber
has been rotated by an angle 2π/3. Using the other possible translation,
we find instead a rotation by angle −2π/3. We have thus shown that, up
to gauge transformations, center transformations correspond to rotations of
the Weyl chambers by ±2π/3. This means that the center of each Weyl
chamber is center-invariant modulo gauge transformations and thus a con-
fining configuration. For the considered Weyl chamber, this point is located
at (x3, x8) = (1/3, 0) a little geometry allows to determine.

� � � Problem 6.5: Verify that Φ[A] vanishes on this configuration. Tip:
recall the formula derived in Problem 6.3. � � �

6.3.3 Charge Conjugation

We can proceed similarly to identify configurations that are charge conju-
gation invariant (modulo gauge transformations), see Fig. 6.5. Consider for
instance the Weyl chamber depicted in the first plot of Fig. 6.5. Charge con-
jugation corresponds to a point symmetry of that Weyl chamber with respect
to the origin, see the second plot of Fig. 6.5. By using a Weyl reflection, we
can bring the so-transformed Weyl chamber back to its original location. In
the process, we obtain the mirror image of the original Weyl chamber with
respect to one its axes. In the considered Weyl chamber, this axis x8 = 0 cor-
responds thus to the location of the charge-invariant configurations (modulo
gauge transformations).

Note that this is quite different from the SU(2) case where all con-
figurations were found to be charge conjugation invariant (modulo gauge
transformations).

� � � Problem 6.5: Evaluate Φ[AC ] and compare it to Φ[A] in the case of
a charge-conjugation-invariant configuration x8 = 0.Tip: recall the formula
derived in Problem 2.2. � � �
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Figure 6.5: Charge conjugation on a Weyl chamber, together with the gauge
transformation that brings the Weyl chamber back to its original location.
The final transformation corresponds to a reflection of the Weyl chamber
with respect to one of its axes, leaving that axis as the location of the charge-
invariant configurations in that Weyl chamber.

6.4 The SU(3) Effective Potential

The Cartan-Weyl bases play also a central role in simplifying the evaluation
of the effective potential. Recall that one problem in the SU(2) case was the
color structure which was not diagonal in the conventional cartesian basis
due the presence of covariant derivative

Dµ(Xata) = ∂µ(Xata)− i[Abµtb, Xctc]

= (∂µX
a)ta − iAbµXc[tb, tc]

= (∂µX
a)ta + fabcAbµX

cta . (6.17)

In contrast, within a Cartan-Weyl basis tκ = {σ3/2, σ+/2, σ−/2} with κ =
0,+1,−1 such that [t3, tκ] = κtκ, and using the fact that the considered
gauge fields are along direction 3, one finds

Dµ(Xκtκ) = ∂µ(Xκtκ)− iT δµ0 rX
κ[t3, tκ]

= (∂µX
κ)tκ − iT δµ0 rκX

κtκ

= (∂µ − iT δµ0 rκ)Xκtκ . (6.18)

The generalization to the SU(N) case is straightforward. One first introduces
a compact notation tκ for the Cartan-Weyl basis {tj, tα}, with κ = α when
tκ = tα and κ = 0 when tκ = tj. The reason for labelling the tj with 0 is that
they all commute with each other and have thus zero charge. One should pay
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Figure 6.6: The potential Vr̄c(r) in the SU(3) case.

attention to the fact that, beyond the SU(2) case, this labelling is ambiguous
for there are various states with zero-charge. To account for this degeneracy,
we introduce various copies 0(j) of 0 such that tκ = tj when κ = 0(j). It should
be clear, however, that any of these copies needs to be understood as the zero
vector when it is not used as a label for the generator but appears instead
in some algebraic expression. In particular, with this notation, we have
[tj, tκ] = κjtκ, and thus the action of the covariant derivative in a Cartan-
Weyl basis writes (from now on we absorb factors of 4π in the notation
rj ≡ 4πxj)

Dµ(Xκtκ) = ∂µ(Xκtκ)− iT δµ0 r
jXκ[tj, tκ]

= (∂µX
κ)tκ − iT δµ0 r

jκj Xκtκ

= (∂µ − iT δµ0 r · κ)Xκtκ , (6.19)

where we have defined r · κ ≡ rjκj.

In particular, this means that the expression for the SU(N) potential can
be obtained by replacing rκ by r · κ and r̄κ by r̄ · κ in the corresponding
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SU(2) formula. One finds

Vr̄(r) =
m2T 2

2g2
(r − r̄)2 −

∑
κ

∫
Q

ln
[
Q̄κ ·Qκ

]
+

d− 2

2

∑
κ

∫
Q

ln
[
Q2
κ +m2

]
+

1

2

∑
κ

∫
Q

ln
[
(Q̄κ ·Qκ)

2 +m2Q̄2
κ

]
,

(6.20)

with Qκ = Q+ r · κT and Q̄κ = Q+ r̄ · κT . This potential can be studied
using the same techniques as those described in chapter 5. With the choice
r̄ = r̄c = (̄4π/3, 0), the potential as a function of r and for various tempera-
tures is shown in Fig. 6.6. Note that, from charge conjugation invariance, we
know that it is enough to plot the potential as a function of r3 for r8 = 0. We
find a first-order type confinement/deconfinement transition, in agreement
with the lattice simulations. Using the values of the CF parameters obtained
by fitting the lattice two-point functions in the presently considered renor-
malizaton scheme, we find a transition temperature Tc ' 267 MeV, quite
close to the lattice value of 270 MeV.



Appendix A

Advanced Color Algebra

Here, we discuss some useful notions related to the color algebra, including
representations, weights and roots, see for instance Ref. [14] for more details.

A.1 Representations of the su(N) Algebra

In what follows, SU(N) denotes the group of special unitary matrices U
obeying

UU † = 1 and detU = 1 . (A.1)

A.1.1 su(N) Algebra

Since SU(N) is a Lie group, one can consider elements U ≈ 1 + iX that are
infinitesimally close to the identity, in which case

X† = X and trX = 0 . (A.2)

This defines a finite-dimensional vector space, denoted su(N), the elements
of which are customary written as

X = Xata , (A.3)

where Xa ∈ R and the ta’s form a basis of generators. The Lie group nature
of SU(N) implies that su(N) is in fact a Lie algebra. In particular, it is stable
under commutation:

[ta, tb] = ifabctc . (A.4)

77
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The coefficients fabc ∈ R are known as the structure constants.
To take a few examples, a basis of the su(2) algebra can be constructed

in terms of the Pauli matrices as ta ≡ σa/2, with a = 1, 2, 3 and where

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (A.5)

As it is well known, [ta, tb] = iεabctc and thus fabc = εabc in this case. As for
the su(3) algebra, a similar construction ta = λa/2 with a = 1, . . . , 8, holds
in terms of the Gell-Mann matrices

λ1 =

 0 1 0
1 0 0
0 0 0

 , λ2 =

 0 −i 0
i 0 0
0 0 0

 , λ3 =

 1 0 0
0 −1 0
0 0 0

 ,

λ4 =

 0 0 1
0 0 0
1 0 0

 , λ5 =

 0 0 −i
0 0 0
i 0 0

 ,

λ6 =

 0 0 0
0 0 1
0 1 0

 , λ7 =

 0 0 0
0 0 −i
0 i 0

 , λ8 =
1√
3

 1 0 0
0 1 0
0 0 −2

 .

(A.6)

A.1.2 Representations

Colored fields transform according to finite-dimensional, unitary representa-
tions of the SU(N) group. For a field φ in a representation R, the possible
color states are taken within a certain vector space VR of dimension dR,
known as the representation space. The transformation of these color states
under (infinitesimal) color transformations U = 1 + iθata writes

φ′ = φ+ iθataRφ , (A.7)

where the taR’s denote a set of hermitian matrices acting on VR which comply
with the same commutation relations as the defining ta’s:

[taR, t
b
R] = ifabctcR . (A.8)

For instance, a quark field ψ transforms in the fundamental or defining rep-
resentation, R = def. In this case, the representation space is Vdef = CN and
tadef = ta, so that

ψ′ = ψ + iθataψ . (A.9)
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That tadef obeys (A.8) follows trivially from (A.4).
Besides the defining representation (A.9), the most useful one is certainly

the adjoint representation, R = adj. In this case, the representation space is
the Lie algebra itself, Vadj = su(N), and taadj = [ta, ], such that

X ′ = X + iθataadX = X + iθa[ta, X] . (A.10)

Recall that gauge fields transform under the adjoint representation.

� � � Problem A.1 Verify that taadj complies with (A.8). Tip: use the Jacobi
identity [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0. � � �

For later purpose, it will be useful to bear in mind the finite versions of
the infinitesimal transformations (A.9) and (A.10):

ψ′ = eiθ
ataψ ,

X ′ = ei[θ
ata, ]X = eiθ

ataXe−iθ
ata . (A.11)

A.2 Weights and Roots

To continue our study of color representations, it will be useful to adopt a
quantum-mechanical language/notation from now on. For a given represen-
tation R, the representation space VR can be seen as the space of color states
which we denote |φ〉 in what follows. The (hermitian) generators taR can be
interpreted as observables that measure the color charges of these states.

As usual in quantum mechanics, it is convenient to choose a collection of
observables that commute with each other. This allows one to define a basis
of states which all have well defined quantum numbers. Take for instance the
case of a non-relativistic particle in a central potential. We like to introduce
the basis of states |E, `,m〉 that simultaneously diagonalize H, L2 and Lz:

H|E, `,m〉 = E|E, `,m〉 ,
L2|E, `,m〉 = `(`+ 1)|E, `,m〉 , (A.12)

Lz|E, `,m〉 = m|E, `,m〉 .

Notice that the triplet (E, `,m) which collects the various quantum numbers,
is used to label the states of the basis. As we now describe, something similar
can be done within any color representation.
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A.2.1 Weights of a Representation

It is well known that one can choose the basis {ta} of the su(N) algebra
such that dC = N − 1 of the generators commute with each other. These
generators, denoted tj in what follows, generate an abelian subalgebra known
as the Cartan subalgebra. The corresponding tjR’s in a given representation
also commute with each other. They can then be diagonalized simultaneously
as

tjR|ρ〉 = ρj|ρ〉 . (A.13)

Here ρ is a vector in RdC known as R-weight or weight of the representation
R. It collects the various quantum numbers ρj associated to each of the tjR
and allows one to label the various states, just as in (A.12). In some cases,
there might exist some degeneracy, with various linearly independent states
producing the same quantum numbers. In this case, one needs to introduce
one extra label |ρ; η〉 to lift the degeneracy. We will see an important example
below.

As an example of weights, let us identify the defining weights of su(2). In
this case, dC = 1 and we can choose tidef = σ3/2 which is already in diagonal
form, see Eq. (A.5). This gives immediately the two weights, which are
numbers in this case, corresponding to the two diagonal elements, 1/2 and
−1/2, of σ3/2. In the case of su(3), the commuting subalgebra is generated
by λ3/2 and λ8/2 so that dC = 2 and the weights are bidimensional vectors.
There are three defining weights whose components can be read of from the
diagonal components of λ3/2 and λ8/2. For instance, by looking at the first
diagonal element of each of these matrices

λ3

2
=


1

2
0 0

0 −1
2

0
0 0 0

 ,
λ8

2
=


1

2
√

3
0 0

0 1
2
√

3
0

0 0 − 1√
3

 , (A.14)

one finds the weight (
1

2
,

1

2
√

3

)
. (A.15)

The two other weights are obtained in a similar fashion by looking at the
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Figure A.1: Definining weights the su(3) algebra.

second and third diagonal elements. One finds the two other weights(
−1

2
,

1

2
√

3

)
and

(
0,− 1√

3

)
. (A.16)

It is customary and quite useful to represent the weights in a diagram, see
Fig. A.1 for a representation of the su(3) defining weight diagram.

� � � Problem A.2 Verify that the defining weights of SU(N) with N = 2
or N = 3 satisfy the relations

ρ2 =
1

2

(
1− 1

N

)
and ρ · ρ′ = − 1

2N
, for ρ 6= ρ′. (A.17)

These formulas are in fact valid for any value of N . Could you show it? Tip:
start by generalizing the Gell-Mann matrices to the SU(N) case. � � �
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A.2.2 Roots of the Algebra

Let us now consider the weights of the adjoint representation taadj = [ta, ].
We shall denote them by κ such that

[tj, tκ] = κjtκ . (A.18)

The adjoint weights can be of two types:

• Since the tj commute with each other, any tj is a state with vanishing
color charges and therefore with vanishing adjoint weight. Because
there are N − 1 such linearly independent states sharing the same
adjoint weight, we have here an example of degeneracy: if we want
to label these states using their charge, we should keep track of the
index j by writing something like κ = (0; j) or κ = 0(j). This notation
is useful when one wants to perform calculation in a compact way, as
we have illustrated in chapter 6. Here, we shall stick with the notation
tj for these states.

• There are also non-vanishing adjoint weights, known as roots and de-
noted generically as α. They are such that

[tj, tα] = αjtα . (A.19)

There is no degeneracy here meaning that there is a unique tα associ-
ated to a given α. It can also be shown that, when α is a root, then
−α is also a root and t−α can always be chosen to coincide with (tα)†

and such that

[tα, t−α] = αjtj . (A.20)

� � � Problem A.3 Show indeed that (tα)† has charges −αj. Tip: apply the
dagger on the appropriate equation. Show also that [tα, t−α] has vanishing
charges. Tip: use the Jacobi identity. � � �

To illustrate the above general notions, consider the su(2) algebra. In
this case, dC = 1 so the weights are one-dimensional vectors (numbers). The
well known ladder operators t± ≡ (σ1 ± iσ2)/2

√
2 are such that[σ3

2
, t±
]

= ±t± . (A.21)
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Figure A.2: Roots of the su(3) algebra.

There is thus one vanishing adjoint weight associated to σ3/2 itself and
two roots +1 and −1. In the case of su(3), dC = 2 so the weights are two-
dimensional vectors and there are two vanishing weights, associated to λ3/2
and λ8/2. The SU(3) roots have already been studied in chapter 3. We here
recall the corresponding root diagram represented in Fig. A.2.

The collection {tj, tα} forms a new basis of the su(N) algebra, known as
Cartan-Weyl basis (more precisely, it is a basis of the complexified algebra).
Any element of the original algebra can decomposed in this basis as

X = Xjtj +Xαtα , (A.22)

where a summation over j and α is implied, and we recall that for each α in
the sum there is also −α. Since X† = X, (tj)† = tj and (tα)† = t−α, we have
Xj ∈ R, while Xα ∈ C with (Xα)∗ = X−α.
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Figure A.3: Relation between the roots and the defining weights.

A.2.3 Relation between Roots and Weights

The roots and the defining weights are actually connected to each other, see
Fig. A.3.

� � � Problem A.4 Consider SU(N) for N = 2 or N = 3. Verify that the
roots are obtained by considering all possible differences of (non-equal)
defining weights. This result is in fact valid for any value of N . Could you
explain why? Tip: think how the defining and adjoint representations are
connected to each other. � � �

By combining this result with the one in Problem A.2, we can evaluate the
scalar product of a root α and a defining weight ρ. Since the root writes as
the difference of two weights, α ≡ ρα−ρ̄α, with ρα 6= ρ̄αwe need to distinguish
three cases:

• if ρ 6= ρα and ρ 6= ρ̄α, then

ρ · α = ρ · ρα − ρ · ρ̄α = − 1

2N
−
(
− 1

2N

)
= 0 ;
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• if ρ = ρα but ρ 6= ρ̄α, then

ρ · α = ρ · ρα − ρ · ρ̄α =
1

2

(
1− 1

N

)
−
(
− 1

2N

)
=

1

2
;

• if ρ 6= ρα but ρ = ρ̄α, then

ρ · α = ρ · ρα − ρ · ρ̄α =

(
− 1

2N

)
− 1

2

(
1− 1

N

)
= −1

2
.

This shows that ρ · α can only take three different values: −1/2, 0 or 1/2.
One also shows in the same way that the su(n) roots are all of unit length,
α2 = 1 (do it!).

A.3 Applications

In the search for confining configurations, we needed to analyze more pre-
cisely the structure of the group G0 of periodic gauge transformations and
more precisely the transformations that transform configurations of the form

Aµ(x) = 4πTδµ0 x
jtj , (A.23)

into configurations of the same form, with possibly a different xj.

A.3.1 Color Rotation associated to a Root

Let us first consider color rotations that involve the tα’s and see whether
they stabilize the Cartan subalgebra generated by the tj. Since the tα do not
commute in general, let us consider a rotation involving a single root

Wα(z) ≡ ei(zt
α+z∗t−α) (A.24)

The reason why we need to include t−α is that the phase of the transformation
needs to be an element of the su(N) algebra.

In principle, one can evaluate the action of Wα(z) on an arbitrary element
of the algebra. Here, our main goal is to determine the action of the rotations
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on elements of the form X = Xjtj. Forgetting Xj for the moment, we then
write

Wα(z)tjW †
α(z) = ei(zt

α+z∗t−α)tje−i(zt
α+z∗t−α)

= ei(zt
α
adj+z

∗t−αadj)tj

= ei[zt
α+z∗t−α, ]tj . (A.25)

To pursue the calculation, we expand the exponential

Wα(z)tjW †
α(z) =

∞∑
n=0

in

n!
[ztα + z∗t−α, ]ntj , (A.26)

where [A, ]nB denotes the n-times nested commutator

[A, [A, [A, . . . [A,B]]]] , (A.27)

with [A, ]0B = B and [A, ]1B = [A,B].

To seek some guidance, let us evaluate the first iterations. Using
Eqs. (A.19) and (A.20), we find

[ztα + z∗t−α, ]0tj = tj ,

[ztα + z∗t−α, ]1tj = αj(z∗t−α − ztα) , (A.28)

[ztα + z∗t−α, ]2tj = 2αj|z|2αktk .

� � � Problem A.5 Show that

[ztα + z∗t−α, ]2p+1tj = αj(2|z|2)p(z∗t−α − ztα) , p ≥ 0 ,

[ztα + z∗t−α, ]2ptj = αj(2|z|2)pαktk , p > 0 . (A.29)

Tip: proceed by induction and recall that α2 = 1. � � �
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Coming back to Eq. (A.26), we find

Wα(z)tjW †
α(z) = tj +

∞∑
p=0

i2p+1

(2p+ 1)!
[ztα + z∗t−α, ]2p+1tj

+
∞∑
p=1

i2p

(2p)!
[ztα + z∗t−α, ]2ptj

= tj + αj
∞∑
p=0

i2p+1

(2p+ 1)!
(2|z|2)p(z∗t−α − ztα)

+αj
∞∑
p=1

i2p

(2p)!
(2|z|2)pαktk

= tj + αj
∞∑
p=0

i2p+1

(2p+ 1)!
(
√

2|z|)2p+1 z
∗t−α − ztα√

2|z|

+αj
∞∑
p=1

i2p

(2p)!
(
√

2|z|)2pαktk . (A.30)

We can now sum the series and we arrive at

Wα(z)tjW †
α(z) = tj + αj

(
cos(
√

2|z|)− 1
)
αktk

+αj sin(
√

2|z|) z
∗t−α − ztα√

2|z|
. (A.31)

A.3.2 Weyl Transformations

We note that for specific values of |z| the previous transformation stabilizes
the Cartan subalgebra. One possibility is to choose |z| =

√
2πn for which

the transformation becomes trivial Wα(z)tjW †
α(z) = tj. A more interesting

possibility is |z| =
√

2π(n+ 1/2), in which case the transformation reads

Wα(z)tjW †
α(z) = tj − 2αjαktk , (A.32)

For a generic element Xjtj of the Cartan subalgebra, this gives

WαX
jtjW †

α = Xjtj − 2Xjαjαktk

= (Xj − 2Xkαkαj)tj , (A.33)
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and so a transformation of the coordinates as

Xj → Xj − 2Xkαkαj . (A.34)

We note that this transformation does not change the projection of X or-
thogonal to α, while the projection of X along α is just multiplied by a
sign:

Xjαj → Xjαj − 2Xkαkα2 = −Xjαj . (A.35)

Thus it corresponds to a reflection with respect to an hyperplane orthogonal
to α. This generalizes what we have discussed in the main text for the SU(2)
case and which we claimed to be true in the SU(3) case.

A.3.3 Winding Transformations

We can now look for local gauge transformations that preserve the form
(A.23). Consider in particular the transformations

U(τ) = exp

{
i4π

τ

β
sjtj
}
, (A.36)

see Sec. 6.2.2, which act on (A.23) as xj → xj+sj (show it!). If we want these
transformations to correspond to genuine, that is periodic, gauge transfor-
mations, there are restrictions on the possible sj. Indeed, because U(0) = 1,
periodicity is tantamount to

U(β) = ei4πs
jtj = 1 . (A.37)

To make most of this condition, it is convenient to evaluate it on a basis |ρ〉
that diagonalizes the defining action of the tj’s, that is tj|ρ〉 = ρj|ρ〉. This
leads to the condition exp {i4πsjρj} = 1, that is

s · ρ ∈ 1

2
Z . (A.38)

We know already solutions to this condition thanks to the result discussed
in Sec. A.2.3: any root and more generally any linear combination of roots
with integer coefficients, in line with what was announced in Sec. 6.2.2. It
can be shown that this is actually the more general solution.
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Let us finally mention that requiring U(τ) to preserve the periodicity of
the fields without being itself necessarily periodic leads to the condition (as
we have shown in Sec. 6.3.1)

s · α ∈ 1

2
Z , (A.39)

which is in a sense dual to the one above since it is solve for any linear
combination of the weights with integer coefficients. Since, as we have seen
also, this condition characterizes the vertices of the lattice of Weyl chamber,
we then deduce that this lattice is generated by the defining weights, as one
can simply verify it in the SU(2) and SU(3) cases treated in the main text.
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