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Chapter 1

Polyakov Loop and Center
Symmetry

Problem 1.1: That the periodicity conditions are preserved by
the transformation U(τ, ~x) means that, for any Aµ(τ, ~x) such that
Aµ(τ + β, ~x) = Aµ(τ, ~x), we should also find AUµ (τ + β, ~x) = AUµ (τ, ~x). Mak-
ing this latter condition more explicit, we find

U(τ + β, ~x)Aµ(τ + β, ~x)U †(τ + β, ~x) + iU(τ + β, ~x)∂µU
†(τ + β, ~x)

= U(τ, ~x)Aµ(τ, ~x)U †(τ, ~x) + iU(τ, ~x)∂µU
†(τ, ~x) .

Using the assumed periodicity of Aµ(τ, ~x) together with the unitarity of U(τ+
β, ~x) which implies U(τ+β, ~x)∂µU

†(τ+β, ~x) = −(∂µU(τ+β, ~x))U †(τ+β, ~x),
we rewrite this conveniently as

U(τ + β, ~x)Aµ(τ, ~x)U †(τ + β, ~x)− i(∂µU(τ + β, ~x))U †(τ + β, ~x)

= U(τ, ~x)Aµ(τ, ~x)U †(τ, ~x) + iU(τ, ~x)∂µU
†(τ, ~x) .

Then, upon left multiplication by U †(τ, ~x) and right multiplication by U(τ +
β, ~x), this rewrites

Z(τ, ~x)Aµ(τ, ~x)− iU †(τ, ~x)∂µU(τ + β, ~x)

= Aµ(τ, ~x)Z(τ, ~x) + i(∂µU
†(τ, ~x))U(τ + β, ~x) ,

where Z(τ, ~x) ≡ U †(τ, ~x)U(τ + β, ~x). In fact, this identity rewrites solely in
terms of Z(τ, ~x):

∂µZ(τ, ~x)− i[Aµ(τ, ~x), Z(τ, ~x)] = 0 .
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4 CHAPTER 1. POLYAKOV LOOP AND CENTER SYMMETRY

Now, since the latter identity is valid for any periodic gauge field, it should
be valid for Aµ = 0. From this we deduce that Z is constant and that
[Aµ, Z] = 0 for any periodic gauge field configuration. In particular this
means that Z should commute with any generator ta of the algebra, and,
therefore, with any element of the SU(N) group. The only possibility for Z
is then to be of the form eiφ1 with φ = 2πk/N .

Problem 1.2: Since

σ3 =

(
1 0
0 −1

)
,

we have

U(β) = exp
{
iθ
σ3

2

}
=

(
eiθ/2 0

0 e−iθ/2

)
.

For θ = ±2π, we find indeed U(β) = −1, while for θ = ±4π, we find
U(β) = 1.

Problem 1.3: Owing to the path ordering, we have

d

dβ
L[AU ] = iAU0 (β, ~x)L[AU ] .

On the other hand

d

dβ
U(β)L[A]U †(0)

=
dU(β)

dβ
L[A]U †(0) + iU(β)A0(β, ~x)L[A]U †(0)

=

[
dU(β)

dβ
U †(β) + iU(β)A0(β, ~x)U †(β)

]
U(β)L[A]U †(0)

= i

[
U(β)A0(β, ~x)U †(β) + iU(β)

dU †(β)

dβ

]
U(β)L[A]U †(0)

= iAU0 (β, ~x)U(β)L[A]U †(0) .

This shows that L[AU ] and U(β)L[A]U †(0) obey the same first order differ-
ential equation with respect to β. Since they are both equal to 1 for β = 0,
we deduce that L[AU ] = U(β)L[A]U †(0).
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Problem 1.4: Consider a change of variables in the form a k-twisted gauge
transformation Aµ → AUµ . We find

`ρ,θ =
1

Z

∫
p.b.c.

DAU e−S[AU ]+ρeiθ
∫
~x Φ[AU ](~x) Φ[AU ]

=
ei2πk/N

Z

∫
p.b.c.

DAe−S[A]+ρeiθei2πk/N
∫
~x Φ[A](~x) Φ[A] ,

where we have used the invariance of the measure DA and the action S[A],
together with the transformation rule for Φ[A]. It follows that

`ρ,θ = ei2πk/N`ρ,θ+2πk/N .

In the case where center-symmetry is realized explicitly, the limit of `ρ,θ as
ρ→ 0 does not depend on θ: limρ→0 `ρ,θ = `. The above identity becomes a
constraint for ` which forces it to vanish. In contrast, in the case where center-
symmetry is broken in the Nambu-Goldstone sense, the limit of `ρ,θ as ρ→ 0
still depends on θ: limρ→0 `ρ,θ = `θ. In this case, the above identity does not
impose that the various possible limits `θ should vanish, but connects them
to each other as

e−i2πk/N`θ = `θ+2πk/N .
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Chapter 2

SU(2) Confining Configurations

Problem 2.1: We have to compute the rotational of ~A = (~r × ~B)/2 =
B(y~ex − x~ey)/2. We find

(~∇× ~A)x =
∂Ay
∂z
− ∂Az

∂y
= 0 ,

(~∇× ~A)y =
∂Az
∂x
− ∂Ax

∂z
= 0 ,

(~∇× ~A)z =
∂Ax
∂y
− ∂Ay

∂x
= B/2− (−B/2) = B .

Problem 2.2: Since the configuration is constant, the path-ordering can be
ignored and we have

Φ[A] =
1

2
tr eiβA0 =

1

2
tr eir

σ3
2

=
1

2
tr

(
eir/2 0

0 e−ir3/2

)
= cos(r/2) .

Problem 2.3: The looked for transformation U(τ, ~x) should be such that for
any configuration of the form Aµ(τ, ~x) = Tδµ0 rσ3/2, the transformed config-
uration AUµ (τ, ~x) should be also of this form, that is

AUµ (τ, ~x) = Tδµ0 θ
σ3

2
,
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8 CHAPTER 2. SU(2) CONFINING CONFIGURATIONS

for some θ. Making the left-hand side explicit, this rewrites

Tδµ0 rU(τ, ~x)
σ3

2
U †(τ, ~x) + iU(τ, ~x)∂µU

†(τ, ~x) = Tδµ0 θ
σ3

2
,

which should be true for any value of µ and anu value of r, with θ depending
on r. In particular, for µ = j 6= 0, the condition reads iU(τ, ~x)∂jU

†(τ, ~x) = 0
which basically means that U(τ, ~x) depends only on τ and we denote it more
simply as U(τ). Taking now µ = 0 in the equation above, this transformation
U(τ) is seen to obey the equation

T rU(τ)
σ3

2
U †(τ) + iU(τ)

d

dτ
U †(τ) = T θ

σ3

2
,

which rewrites as

d

dτ
U(τ) = iT

[
θ
σ3

2
U(τ)− U(τ)r

σ3

2

]
.

This equation should be valid for any value of r with θ depending on r. In
particular, for r = 0, we deduce that there is some θ such that

d

dτ
U(τ) = iT θ

σ3

2
U(τ) .

This equation is solved as

U(τ) = Weiθ
τ
β
σ3
2 ,

where W is a color rotation. Since both U(τ) and eiθ
τ
β
σ3
2 preserve direction

3, we should have Wσ3W
† = σ3 which implies that W is either the identity

or the Weyl transformation discussed in the main text.

Problem 2.4: Recall that Φ[A] = cos(r/2). Thus, for r = π + 2πn, we find
indeed

cos
(π

2
+ nπ

)
= (−1)n cos

(π
2

)
= 0.

Problem 2.5: For the considered configurations, we have

ACµ (x) = Tδµ0 (−r)σ3

2
,
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and thus

Φ[AC ] = cos((−r)/2) = cos(r/2) = Φ[A] .

This is expected since YM theory being charge conjugation invariant, there
should be no way for a thermal bath of gluons to distinguish between a quark
and an antiquark.
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Chapter 3

Thermal Gluon Average

Problem 3.1: To linear order in θa, we can write

AU0
µ = (1+ iθata)Aµ(1− iθata) + i(1+ iθata)∂µ(1− iθata)

= Aµ + i(θata)Aµ − iAµ(θata) + ∂µ(θata)

= Aµ + (∂µ − i[Aµ, ])(θata) = Aµ +Dµ[A](θata) .

This rewrites

δAU0
µ = −iDµ[A]δU0 ,

which implies

δ∂µA
U0
µ = −i∂µ(Dµ[A]δU0) ,

and from which one reads δ∂µA
U0
µ /δU0

∣∣
U0=1

and deduces that, up to an

non-relevant multiplication constant, J [A] = det ∂µDµ[A].

Problem 3.2: The Faddeev-Popov gauge-fixing part reads now

JĀ[A] δ(Dµ[Ā](A− Ā)) (3.1)

with

JĀ[A] = det
δDµ[Ā](AU0 − Ā)

δU0

∣∣∣∣
U0=1

.
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12 CHAPTER 3. THERMAL GLUON AVERAGE

The functional δ is again taken into account by introducing a Nakanishi-
Lautrup field:

δ(Dµ[Ā](Aµ − Āµ)) ∝
∫
Dh ei

∫
x h

a(x)Dµ[Ā](Aaµ(x)−Āaµ(x)) .

As for the Faddeev-Popov determinant, proceeding as in the previous prob-
lem, we find

δDµ[Ā](AU0
µ − Āµ) = −iDµ[Ā](Dµ[A]δU0) ,

from which one reads δDµ[Ā](AU0
µ − Āµ)/δU0

∣∣
U0=1

and deduces that, up to

an non-relevant multiplication constant, JĀ[A] = detDµ[Ā]Dµ[A]. The, in-
troducing ghost and antighost fields as usual, one arrives at

JĀ[A] = detDµ[Ā]Dµ[A] =

∫
DcDc̄ e

∫
x c̄
a(x)Dabµ [Ā]Dbcµ [A]cc(x) . (3.2)

Problem 3.3: We have

Dµ[AU ](UXU †) = ∂µ(UXU †)− i[UAµU † + iU∂µU
†, UXU †]

= ∂µ(UXU †)− iU [Aµ, X]U † + U(∂µU
†)UXU † − UX∂µU †

= ∂µ(UXU †)− iU [Aµ, X]U † − (∂µU)XU † − UX∂µU †

= U(∂µX)U † − iU [Aµ, X]U †

= U(∂µ − i[Aµ, X])U † .

In the intermediate steps, we have used that U(∂µU
†) = −(∂µU)U † as follows

from the unitarity of U .

Problem 3.4: That 〈Aµ〉Ā is constant and temporal for the considered back-
grounds follows from transation invariance and rotation invariance. Now, ap-
ply the background gauge symmetry identity to constant color rotations of
the form eiθσ3/2. Since the considered background is clearly invariant under
these transformations, the identity turns into

eiθσ3/2〈Aµ〉Āe−iθσ3/2 = 〈Aµ〉Ā ,

which is an actual constraint on 〈Aµ〉Ā. More precisely, since the action of
U = eiθσ3/2 on the algebra is a rotation by an angle θ around direction 3,
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the only possibility for 〈Aµ〉Ā is to be aligned with that direction. In other
words, it takes a similar form as the background

〈Aµ(x)〉Ā = Tδµ0 r
σ3

2
.
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Chapter 4

Effective Action

Problem 4.1: We have

δS

δϕa(x)
= −∂2ϕa(x) +m2ϕa(x) +

λ

6
(ϕb(x)ϕb(x))ϕa(x) (4.1)

and thus

δ2S

δϕa(x)δϕb(y)
= (−∂2 +m2)δabδ(x− y)

+
λ

6
(ϕb(x)ϕb(x))δabδ(x− y) +

λ

3
ϕa(x)ϕb(y)δ(x− y) .

(4.2)

Problem 4.2: We have For ϕ(x) = φ, the previous result writes

δ2S

δϕa(x)δϕb(y)
= (−∂2 +m2)δabδ(x− y)

+
λ

6
(ϕbϕb)δabδ(x− y) +

λ

3
ϕaϕbδ(x− y) .

(4.3)

whose Fourier transform is(
Q2 +m2 +

λ

6
φaφa

)
δab +

λ

3
φaφb . (4.4)
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16 CHAPTER 4. EFFECTIVE ACTION

Problem 4.3: We have

F a
µν [A+ a] = ∂µ(Aaν + aaν)− ∂ν(Aaµ + aaµ) + gfabc(Abµ + abµ)(Acν + acν)

= ∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
ν

+ ∂µa
a
ν + gfabcAbµa

c
ν

− ∂νa
a
µ + gfabcabµA

c
ν

+ gfabcabµa
c
ν

= F a
µν [A] +Dab

µ [A]abν −Dab
ν [A]abµ + gfabcabµa

c
ν .

Problem 4.4: We write

∂µ(Xa(x)Y a(x)) = ∂µ(Xa(x))Y a(x) +Xa(x)∂µ(Y a(x))

= (∂µX
a(x) + gfacbAcµX

b(x))Y a(x)

+ Xa(x)∂µ(Y a(x))− gfacbAcµXb(x)Y a(x)

= (∂µX
a(x) + gfacbAcµX

b(x))Y a(x)

+ Xa(x)∂µ(Y a(x)) + gfacbAcµX
a(x)Y b(x)

= (∂µX
a(x) + gfacbAcµX

b(x))Y a(x)

+ Xa(x)(∂µY
a(x)) + gfacbAcµY

b(x)).

Problem 4.5: The matrix relation is trivially checked and then one uses
that the determinant of a square block-diagonal matrix is the product of the
determinants of the diagonal blocks.

Problem 4.6: Under the Weyl transformation r → −r, we have Qκ = (ωn+
rκT, q)→ (ωn−rκT, q). Since Qκ always appears squared, we can absorb the
change of sign of r by the change of variables n→ −n in the Matsubara sums.
Under r → r + 2π, we have Qκ = (ωn + rκT, q)→ (ωn + 2πT + rκT, q). For
the mode κ = 0 there is no change. For κ = ±1, the change can be absorbed
by a change of variables n→ n∓ 1.



Chapter 5

Matsubara Sum-Integrals

Problem 5.1: We have

1

Q2
κ +m2

=
1

−(iωn + iT rκ)2 + ε2
q

,

and thus

f(z) =
1

−(z + iT rκ)2 + ε2
q

=
1

2εq

[
−1

z + iT rκ− εq
+

1

z + iT rκ+ εq

]
.

This gives

T
∑
n∈Z

1

Q2
κ +m2

= −
[
− 1

2εq
n(εq − iT rκ) +

1

2εq
n(−εq − iT rκ)

]
=

1 + n(εq − iT rκ) + n(εq + iT rκ)

2εq

=
1

2εq
+ Re

n(εq − iT rκ)

εq
.

Problem 5.2: We have

(Qκ · Q̄κ)
2 +m2Q̄2

κ = (ωκnω̄
κ
n + q2)2 +m2((ω̄κn)2 + q2)

= q4 + (2ωκnω̄
κ
n +m2)q2 + ((ωκn)2 +m2)(ω̄κn)2 .

The square masses M2
± are minus the roots of this quadratic polynomial in

q2.
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Appendix A

Extension to SU(3)

Problem A.1 The idea is to combine t3 and t8 such that

at3 + bt8 =
1

2

 1 0 0
0 0 0
0 0 −1

 and ct3 + dt8 =
1

2
√

3

 1 0 0
0 −2 0
0 0 1

 ,

since the first matrix generates the SU(2) algebra together with t4 and t5,
while the second matrix commutes with these generators. This gives the
systems

a+ b/
√

3 = 1 ,

−a+ b/
√

3 = 0 ,

as well as

c+ d/
√

3 = 1/
√

3 ,

−c+ d/
√

3 = −2/
√

3 ,

which are solved as a = 1/2, b =
√

3/2, c =
√

3/2 and d = −1/2. To proceed
similarly with t6 and t7, we need to consider combinations such that

a+ b/
√

3 = 0 ,

−a+ b/
√

3 = 1 ,

as well as

c+ d/
√

3 = −2/
√

3 ,

−c+ d/
√

3 = 1/
√

3 ,
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which are solved as a = −1/2, b =
√

3/2, c = −
√

3/2 and d = −1/2.

Problem A.2 From Problem A.1, we know that by introducing the combi-
nations t± ≡ (t4 ± it5)/

√
2, we have

[at3 + bt8, t±] = ±t± and [ct3 + dt8, t±] = 0 ,

where a = 1/2, b =
√

3/2, c =
√

3/2 and d = −1/2. It follows that

[t3, t±] = ±1

2
t± and [t8, t±] = ±

√
3

2
t± ,

from which we find the two roots ±(1/2,
√

3/2). Similarly, introducing the
combinations t± ≡ (t6 ± it7)/

√
2, we know from Problem 6.2 that

[at3 + bt8, t±] = ±t± and [ct3 + dt8, t±] = 0 ,

where a = −1/2, b =
√

3/2, c = −
√

3/2 and d = −1/2. It follows that

[t3, t±] = ∓1

2
t± and [t8, t±] = ±

√
3

2
t± ,

from which we find the two roots ±(−1/2,
√

3/2).

Problem A.3 By construction, any point on one of the reflection axes of
the lattice connects to the origin by a vector s such that s · α ∈ Z/2 where
the root α is the one orthogonal to the reflection axis. The vertices of the
lattice are the intersetions of all these reflection axes and, therefore, obey
the same condition but for all the possible roots.

Problem A.4: We have

Φ[A] =
1 + 2 cos (2π/3)

3
=

1 + 2(−1/2)

3
= 0 .

Problem A.5: We have

Φ[AC ] =
1

3

[
e
−i−4πx8√

3 + 2e
i
−2πx8√

3 cos (−2πx3)

]

=
1

3

[
e
−i−4πx8√

3 + 2e
i
−2πx8√

3 cos (2πx3)

]
,
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which differs from Φ[A] only due to the sign in multiplying x8. It follows
that Φ[AC ] = Φ[A] in the case where x8 = 0.


