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Cmodel; (iii) In the most realistic case considering both
Cdata and Cmodel, p-values are acceptable for both the �2

and KS test. Thus, not only is a secondary origin for
the locally measured p̄’s statistically consistent with the
data, but, as shown by these considerations, it is also ro-
bust with respect to error mismodelling in either model
or data errors.

TABLE I. Respective p-values for di↵erent sources of errors.
We take dof= 57, i.e. the number of p̄ data. Total errors on

data are defined to be �tot =
q

�2
stat + �2

syst.

Error considered �2/dof p-value (�2) p-value (KS)

�stat 23 0 0

�tot 1.69 8.3 ⇥ 10�4 0

Cdata 0.84 0.79 0.98

�stat and Cmodel 1.32 0.05 0.99

�tot and Cmodel 0.37 1.0 0.04

Cdata and Cmodel 0.77 0.90 0.27

Conclusions — Percent-level details in the model
predictions now matter, as do more subtle aspects of the
data error treatment. In this Letter we have presented a
major upgrade of the p̄ flux prediction and analysis by:
(i) using the latest constraints on transport parameters
from AMS-02 B/C data, (ii) propagating all uncertain-
ties (with their correlations) on the predicted p̄ flux, (iii)
accounting for correlated errors in p̄ data. With these
novelties, we unambiguously show that the AMS-02 data
are consistent with a pure secondary astrophysical origin.
We stress that this conclusion is not based on a fit to the
AMS-02 p̄ data, but on a prediction of the p̄ flux com-
puted from external data. Our results should hold for
any steady-stade propagation model of similar complex-
ity, as they all amount to the same “e↵ective grammage”
crossed to produce boron nuclei (on which the analysis
is calibrated), with roughly the same grammage enter-
ing the secondary p̄’s. More elaborate models would be
less constrained and thus would make the agreement even
better.

On the technical aspects, more computationally expen-
sive methods could allow one to go beyond the quadratic
assumption (i.e. assuming multi-Gaussian error distri-
butions) embedded in the covariance matrix of errors.
For more advanced applications, sampling techniques like
Markov chain Monte Carlo could be used (e.g., [76]).
However, a significant improvement in our perspectives
for DM searches in the p̄ flux can only be achieved by si-
multaneously reducing the systematics in the data and
the errors of the modelling. On the data side, a co-
variance matrix of errors directly provided by the AMS-
02 collaboration would definitively be an important im-
provement to fully benefit from the precision achieved
by AMS-02. On the modelling side, the next step would
be to combine more secondary-to-primary ratios (Li/C,
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FIG. 2. Comparison of p̄ model and data (top panel), along
with residuals and 68% total confidence interval for the model
(grey) together with the transport (blue), the parents (red)
and the cross sections (green) contributions (middle panel).
The residuals of the eigen vectors of the total covariance ma-
trix as well as their distribution are shown in the bottom panel
and in the inset.

Be/C, and B/C) to further decrease the propagation un-
certainties. Of course, better data and modelling on p̄
and n̄ production cross sections is also required, and the
sub-leading error due to primary source parameters could
be reduced by combining AMS-02 data with higher en-
ergy data from CREAM, TRACER and CALET [77].

Acknowledgements — MB is grateful to Michael
Korsmeier and Martin Winkler for very useful discus-
sions. We are grateful to all the members of the
Cosmic Rays Alpine Collaboration. This work has
been supported by the “Investissements d’avenir, Labex
ENIGMASS”, by Univ. de Savoie, appel à projets:
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(grey) together with the transport (blue), the parents (red)
and the cross sections (green) contributions (middle panel).
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trix as well as their distribution are shown in the bottom panel
and in the inset.
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certainties. Of course, better data and modelling on p̄
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with residuals and 68% total confidence interval for the model
(grey) together with the transport (blue), the parents (red)
and the cross sections (green) contributions (middle panel).
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trix as well as their distribution are shown in the bottom panel
and in the inset.
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AMS-02 antiprotons are consistent with a 

secondary astrophysical origin 

M. Boudaud, Y. Genolini, L. Derome, J.Lavalle, 

D.Maurin, P. Salati, P.D. Serpico PRD 2020

Secondary pbar flux is predicted consistent with AMS-02 data

A dark matter contribution would come as a tiny effect 


 

Transport and cross section uncertainties are comparable 




Antimatter or γ-rays sources from 

DARK MATTER

Annihilation

Decay

• ρ DM density in the halo of the MW

• mDM  DM mass

• <σv> thermally averaged annihilation cross section in SM channel f

• Γ DM decay time  

• e+, e- energy spectrum generated in a single annihilation or decay event

Annihilations take place in the whole diffusive halo 
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Antiproton production by inelastic 
scatterings

Data from space are very precise 

Most recent 

cross section data 



Effect of galactic propagation 

5

Genolini+ 2103.04108 

New AMS-02 sec/prim data allow reduction of propagation uncertainties

Galactic propagation has strong impact on Dark Matter induced fluxes  



The prompt antiproton source spectrum 

The effect of LHCb data is to select a high energy 

 trend of the pbar source.


  

A harder trend is preferred. 


 6

Korsmeier, FD, Di Mauro, PRD 2018

pp —> p- X source term  
LHCb pHe —> p- X data & our fit 



Effects on the total pbar production

The antiproton source term

is affected by uncertainties of 


± 10% from cross sections. 


Higher uncertainties 

at very low energies 


Result with uncertainties in 

the hyperon correction and 


isospin violation 
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precedented accuracy, often pushing uncertainties down
to few percent in a large range of energy from the GeV
to the TeV scale. The fluxes of secondary CRs, which
are produced in interactions with the ISM, depend on
the inclusive production cross sections provided by high-
energy particle experiments. In particular, this applies
to CR antiprotons whose origin is believed to be dom-
inantly secondary. Consequently, the interpretation of
the antiproton flux in terms of CR propagation or the
search for a possible primary component, such as for ex-
ample dark matter annihilation or decay, relies on the
accurate modeling of secondary production. The under-
lying cross sections should be provided at least at the
same accuracy level as CR measurements.

In this paper, we analyze the first-ever data on the
inclusive cross section p + He ! p̄ + X collected by
the LHCb collaboration at Cern, with beam protons
at Tp = 6.5 TeV and a fixed helium target. Since the
coverage of the kinematic parameter space of this data
do not allow a standalone parametrization, we apply a
rescaling from p + p ! p̄ + X cross section. There-
fore, we update the most recent parametrizations from
Di Mauro et al. (Param. I) and Winkler (Param. II)
exploiting the newly available NA61 data. Then we
determine the rescaling factor to proton-nucleus using

FIG. 9. Source terms of CR antiprotons and separate CR-
ISM contributions, grouped following the prescriptions in
Fig. 2. The shaded bands report the 2� uncertainty due to
prompt p̄ production cross sections as derived in this paper.
In the bottom panel we show the relative uncertainty on
the total source term. The grey band refers to the prompt
p̄’s only, while the outer lines quantify the additional uncer-
tainty due to isospin violation and to hyperons decay.

pHe data from LHCb and pC data from NA49 (taken
at

p
s = 110 and 17.3 GeV, respectively). The LHCb

pHe data clearly prefer Param. II. All other data result
in equally good fits for both parametrizations. More-
over, the LHCb data show for the first time how well
the rescaling from the pp channel applies to helium tar-
get. By using pp, pHe and pC data we estimate the
uncertainty on the Lorentz invariant cross section for
p + He ! p̄ + X. This uncertainty is dominated by
p + p ! p̄ + X cross section, which translates into all
channels since we derive them using the pp cross sec-
tions.

Finally, we use our cross sections to compute the
antiproton source terms and their uncertainties for all
the production channels, considering also nuclei heav-
ier than He both in CRs and the ISM. At intermedi-
ate energies from Tp̄ = 5 GeV up to a few hundred
GeV the prompt source terms derived from Param. I
and II are compatible within uncertainties, which are
at the level of ±8% at the 2� level and increase to
±15% below Tp̄ = 5 GeV. The uncertainty is domi-
nated by p+ p ! p̄+X cross section, which translates
into all channels. Antineutron- and hyperon-induced
production increases the uncertainty by an additional
5%. Overall the secondary antiproton source spectrum
is a↵ected by an uncertainty of up to ±20%. Moreover,
we find that CR CNO makes up to few percent of the
total source term and should always be considered. In
a supplementary to this paper, we provide the energy-
di↵erential cross sections, which are required to calcu-
late the source spectrum, for all relevant isotopes. We
quantify the necessity of new data on antiproton pro-
duction cross sections, and pin down the kinematic pa-
rameter space which should be covered by future data.
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Isospin violation?

8

Traditionally, one multiplies by 2 for antineutron in pp scatterings.

In H.Fischer (for NA49 Coll.) Acta Phys. Hung A17, 369 (2003) isospin asymmetry is 
claimed. Enhancement in antineutron production. 

This asymmetry should be tested. NA61?



For next generation experiments 

AMS-02 accuracy is reached if pp —> pbar cross section is measured with 

3%  accuracy inside the regions, 30% outside. 

9
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FIG. 10. Similar to Fig. 1 and Fig. 3. Fraction of the antiproton source term originating from the kinematic parameter space
of the cross section which currently is experimentally determined by NA61 data in the pp channel (left panel) and by LHCb
data in the pHe (central panel) or Hep (right panel) channels. We add future predictions for a possible evaluation of NA61
data at

p
s = 6.3 GeV and LHCb measurements at

p
s = 43 and 87 GeV. Each contribution is normalized to the total source

term of the specific channel.

FIG. 11. Parameter space of the antiproton production cross section which is necessary to determine the antiproton source
term at the uncertainty level of AMS-02 measurements [12]. We require the cross section to be known by 3% within the blue
shaded regions and by 30% outside of the contours. The left and right panels contain contours for di↵erent CM energies. This
figure is an update of Fig. 7b in DKD17. We exchange the kinetic variable xR by xf , which is suitable for the asymmetric pA

cross section discussed in this paper.

p
s = 6.3, 7.7, 8.8, 12.3, and 17.3 GeV, but evaluated

p + p ! p̄ + X only from
p
s = 7.7 GeV. In Fig. 10

(left panel) we show that the coverage of the source
term could be improved down to Tp̄ = 3 GeV if NA61
would be able to analyze this data for antiprotons. We
assume that the coverage in xR and pT is comparable
to the measurement at

p
s = 7.7 GeV.

Similarly, one can guess further potentials in the pHe
channels. The LHCb data are taken at very high ener-
gies of

p
s = 110 GeV and, therefore, their antiproton

production in the energy range interesting for CRs re-
sults in a very small contribution to the source term,
as shown in Fig. 3. We estimate the fraction of the p̄
source term for measurements at

p
s = 43 and 87 GeV,

where we assume equal coverage in xf and pT as for the
LHCb data at

p
s = 110 GeV. In Fig. 10 we show the

source term fraction these measurements could achieve
in the pHe (central panel) and Hep (right panel) chan-
nel. These measurements and especially their combi-
nation would significantly improve the coverage of the
helium channels by LHCb.

Appendix C: Parameter space explorability

In DKD17 we studied the precision of cross section
measurements which would be necessary to shrink the
uncertainties imposed on the theoretical prediction of

Korsmeier, FD, Di Mauro, 1802.03030, PRD 2018



The new frontier of cosmic antiprotons:

 low energies by GAPS

Rogers et al. (GAPS Coll.) Astrop. Phys. 2023, 2206.12991

Sub-GeV antiprotons will be measured in 2023 (and 2025, 2027) 

by GAPS. Robust predictions are needed: 


cross sections, propagation, solar modulation 



The case for 


Positrons (e±)



e+ production channels 

p + H

π+ + X

K+ + X

π0 + X

K0
l + X

μ+ + νμ
e+ + νe + ν̄μ

μ+ + νμ e+ + νe + ν̄μπ+ + π0
μ+ + νμπ+ + π+ + π− e+ + νe + ν̄μμ+ + νμ e+ + νe + ν̄μ

e+ + e− + γ

K0
s + X

π+ + π−
μ+ + νμ

e+ + νe + ν̄μ

Λ̄ + X

π+ + π− + π0
μ+ + νμ e+ + νe + ν̄μ

π+ + e− + ν̄e μ+ + νμ e+ + νe + ν̄μπ+ + μ− + ν̄μ μ+ + νμ e+ + νe + ν̄μ

μ+ + νμ + π−
e+ + νe + ν̄μ

e+ + νe + π−

π+ + p̄
μ+ + νμ

e+ + νe + ν̄μ

e+ + νe + π0

K− + X
π+ + π− + π−

μ+ + νμ e+ + νe + ν̄μ

We include all these 

contributions. 


Similarly for collisions

with nuclei.


We repeat ALL the 

analysis for e- 

under charge conjugation 

 

L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022



A fit is performed on the σinv data 

We use data on σinv, the multiplicity n or both.  

L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022



Results on the σinv for π+ production  


L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022

Data are fitted with very small uncertainties

Our parameterizations result appropriate, data are very precise 



Total cross section from pp—> e+ + X 

All channels contributing >0.5% are included.

Uncertainty globally contained to <10%

L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022 



Effect of scattering off nuclei 

We need a model for the scattering involving He.

No data are there. We rely on NA49 p+C—>e++X data 

Uncertainty is small, but very likely is not true

Data on He are necessary

L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022 



Final results on e+ cross section
L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022 

Production cross section is now known why 7-8% uncertainty above 

1 GeV. Below we extrapolate.


Comparison with MonteCarlo computations is done for p-p. 

Similar results for e-. 


Positrons                                Electrons 



The role of e± secondaries 

e+ secondaries contribute significantly to shape 

the spectrum at Earth.


The flux in the GeV region is likely dominated by secondaries

A PRIMARY component is surely there at high energies 

M. Di Mauro, FD, S. Manconi PRD 2021



The case for 


Antideuterons 



Antideuteron production in p-p collisions
Serksnyte et al,PRD 2022 

(L) Event-by-event (Monte Carlo) generators and coalescence models 

different generators may lead to significantly different predictions for low energy 
antideuterons. 

(R) Secondary antideuterons below 1GeV/n are strongly suppressed 




Models for p-n fusion into D 

Statistical models, but they do not provide any dynamical clue


COALESCENCE models predict momentum distributions


• Uncorrelated 


Simplest requirement:                 —> factorized coalescence (B2 or PC)


•Correlated, Monte Carlo based models. Particles close in momentum 
and physical space. 


•Wigner function representations - semi-classical, wave functions




Antideuterons persepctives 
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Figure 7: Antiproton flux data from AMS-02 [8], BESS-Polar I/II [4, 107], and PAMELA [6], as well as
projections for the GAPS [91] antiproton flux measurements after 40 days, in comparison with the GAL-
PROP plain diffusion prediction [108]. Also shown are the predicted antideuteron flux corresponding to DM
parameters indicated by AMS-02 antiproton signal, interpreted as annihilation into purely bb̄ [38, 100]), as
well as the predicted secondary and tertiary astrophysical antideuteron flux. The anticipated sensitivity of
GAPS [57] for a 3 s discovery and the BESS 97–00 95% C.L. exclusion limits are indicated [54]. Solar
modulation is treated in the force-field approximation with a potential of 500 MV. All antideuteron fluxes
are derived in the analytic coalescence model with a coalescence momentum of 160 GeV [101] for the lower
edge of the band and with a higher coalescence momentum of 248 GeV [102] for the upper edge of the band.

sections are instead calculated by rescaling the p–p cross sections.
At lower energies, new p–p data (

p
s = 7.7,8.8,12.3,17.3 GeV) became available from NA61/SHINE

in 2017 [118]. In addition, the first antiproton production cross section in p–He collision from
LHCb at

p
s = 110 GeV was published[119]. Still, cross section uncertainties in the energy range

of AMS-02 are at the level of 10–20%, with higher uncertainties for lower energies. For energies
lower than the AMS-02 range, relevant for the GAPS experiment, a significant uncertainty on the
source term from cross section normalization and shape exist. A recent study highlighted that, in
particular, future measurements at low center-of-mass energies (< 7 GeV) could improve these an-
tiproton flux uncertainties [120]. Furthermore, it was found that when trying to fit the cosmic-ray
antiproton spectrum and allowing the cross section and the cosmic-ray propagation parameters to
vary the significance of the DM interpretation of the excess in the flux at 10–20 GeV was only
slightly affected by the uncertainty of the antiproton production cross section [29]. Nevertheless,
improving on antiproton cross section measurements still remains very relevant for a precision
understanding and the antinuclei formation discussed in the next section.
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AMS-02 antiproton data 


Antideuteron predictions 

for DM model indicated by 


pbar AMS-02 data 


Bands are for coalescence 

uncertainty 

Uncertainties on Pc is ± 70%




Conclusions 
Great efforts to better understand nuclei and antinuclei in CRS: 


theory models, data from space, data from colliders.


The low energy (< 1 GeV/n) window keeps very exciting for 

discoveries by antiprotons 


Propagation uncertainties are reduced to a factor 5, 

and close to be further sized 


Fusion has been studied both theoretically and phenomenologically 

And the uncertainties on Pc is ± 70%


Antiprotons: Low energies, isospin violation, He target

Positrons or π+ and K+: good state


PS. π0 —> 2γ almost no data 




Analytical formulae for e± production XS
L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022

The procedure is fully data driven 

Fs and Fr mainly driven by NA49 data 

High energy behavior A(s) tested on CMS and ALICE data 



Data correction for feed-down

The pion production cross section can contain (or not) the pions 

From weak decays of strange particles.  

NA49 pT integrated, MC  

C. Alt et al., Eur. Phys. J. C, 2005 

Almost all the data except 

the older ones are feed-down

corrected. 

When not, we correct for it. 




Comparison with Monte Carlo generators 
Koldobskiy et al., PRD 2021, 2110.00496 

Different MC modelings lead to considerable differences in the 

Production cross section, and consequently on the source spectrum  

Results with Aafrag 



Results at large sqrt(s)

We use σinv or multiplicity 

L. Orusa, M. Di Mauro, FD, M. Korsmeier PRD 2022 

Uncertainties between 5% and 10% - most relevant is 5% at low pT



Possible antideuteron verification of  
Dark Matter hint in antiprotons

FD, Fornengo, Korsmeier, PRD 2018

DM antiprotons possibly hidden in AMS data are 

potentially testable by AMS and GAPS

Pcoal = 124 (62) MeV Pcoal = 248 (124) MeV 
7

FIG. 2. Antideuteron flux for secondaries in the ISM and the potential DM signal, corresponding to generic bb̄ annihilation
from the excess in CuKrKo. We show the di↵erent propagation models MED and MAX, which are constrained to fit B/C data
in Ref. [41]. CuKrKo corresponds to the propagation parameters obtained from the best fit of bb̄ DM in [14]. All fluxes are
derived in the analytic coalescence model with pC = 160 GeV (left panel) and pC = 248 GeV (right panel). Solar modulation is
treated in the force-field approximation with a potential of � = 400 MV. Additionally, the current limit by the BESS experiment
(95% CL) [55], the AMS-02 sensitivity of [21], and the expected sensitivity for GAPS (99% CL) [20] are displayed.

ping events) and 2 (in-flight annihilation). Whenever the
ratio shown in Fig. 3 is above 1 implies that GAPS will
detect the corresponding antideuteron flux with a 99%
CL confidence. This implies that the number of detected
events is 1 if the detection occurs in the stopping channel,
or 2 if the detection happens in the category of in-flight
annihilation. In Fig. 3, the blue contour corresponds to
our baseline scenario, namely the analytic coalescence
model with pC = 160 GeV, solar modulation in the force-
field approximation with a potential of � = 400 MV, and
propagation parameters taken from CuKrKo. We see
that the whole CuKrKo parameter space would produce
a detectable signal in GAPS. The di↵erent panels then
show the changes arising from di↵erent assumptions, al-
ways compared with the baseline scenario (blue contour).
Panel (a) investigates the impact of a Monte Carlo based
coalescence, for which we have used the results of [29].
This Monte Carlo approach is also tuned to ALEPH data.
Note that coalescence momenta are di↵erent in the an-
alytical and Monte Carlo approach when tuned to the
same data. The signal strength drops by a factor of
4 such that the signal would be at the very edge of de-
tectability. The larger coalescence momentum obtained
from ALICE enhances the fluxes considerably and conse-
quently the contour gets boosted: this is shown in panel
(b) (again for the analytic coalescence model) where the
corresponding contour for pC = 248 MeV is pushed to a
few tens of events in GAPS. This would imply several de-
tected antideuterons. Notice that also the Monte-Carlo-
based coalescence, if normalised to ALICE, would likely
imply that all of the DM parameter space is under reach
of GAPS (the tuning of the Monte-Carlo-based models
on ALICE requires a dedicated analysis, in order to de-

rive its specific value for pC , and it is not available at the
moment). Finally, the impact of solar modulation and of
di↵erent CR transport models are shown in panel (c) and
(d), respectively, for the analytic coalescence model. In
all cases, the DM parameter space compatible with the
antiproton hint is testable by GAPS. Notice, that the lo-
cal DM density does not provide an extra uncertainty for
the results of our analysis, since the annihilation rate is
totally degenerate with the DM density: the DM fit in
CuKrKo determines h�vi ⇥ ⇢2�, which is the same quan-
tity that enters in the determination of the antideuteron
flux in Eq. (9) and (10).
Up to this point we considered only the case of DM an-

nihilation into a bb̄ pair. However, also other final states
provide a good fit to the antiproton excess [56]. In Fig. 4
we show the result for pure annihilations into two gluons
(gg), Z-bosons (ZZ⇤), Higgs-bosons (hh), or top-quarks
(tt̄). For the Z-boson we take into account that one of
the two bosons might be produced o↵-shell3, which is de-
noted with a star superscript. For all the channels, the
DM parameter space can be tested by GAPS through
antideuterons.
Another potential indication for DM is the observed

excess in gamma-rays from the Galactic center (GCE).
Its energy spectra and morphology are compatible with
a DM signal as observed and confirmed by several groups
[62–65] (and references therein). However, also an astro-
physical explanation by unresolved point sources [65–68],

3 This requires an extension of the tables in [36] already used
in [56].
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