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Propose and discuss a framework that can 
provide a first principles effective 

description of minimum bias events
Minimum bias: experimentally, some minimal trigger, typically 
some forward calorimeter activity

Soft QCD, where strong nature of interactions dominate. Ergodic 



From first principles?

This one power counts using more unusual expansion parameter 1/N, 
with N number of particles in the event

EFT is a powerful symmetry based approach

Shift symmetry (goldstone boson story?)

Fractional dispersion (non-locality?)



Momentum conservation On-shell
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Momentum conservation On-shell
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Henning, TM 
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Momentum conservation On-shell
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C.f. the CMB
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Reasons to seek first principles approach
Equal footing

Treat both small and large systems, at both low and high energy, all within 
the same framework. 

Potential to aid in elucidation of nature of small scale (p p collision) collective 
phenomena in QCD; jet quenching. Not relying on any particular model
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“Track a harmonic” as evidence? 



What will be addressed; what will not

Assume that events are binned in multiplicity, N

i.e. Not attempt a description of fluctuations in multiplicity 

Therefore, can capture how normalized distributions, binned in N, 
change as a function of N, and as a function of Q

We take the large N limit at fixed Q, meaning we do not consider a 
scaling of Q and N such that Q/N (c.f. ’t Hooft coupling) remains 
finite. (Although this could be interesting)



Proto-EFT approach: power-counting, symmetries

But no sense of framework in which to calculate e.g. quantum 
corrections (yet)

Testing self-consistency of assumptions, understanding their 
consequences to explain broad features of data

Physical / directly measurable quantities only (e.g. no ‘centrality’)

What will be addressed; what will not



Outline

Power Counting and Symmetries

Simple Predictions, comparison to data



Power counting and symmetries for pp/AA min bias

⌘ ! 1
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p� ⇠ Q/N
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Figure 1: Schematic illustration of detector (cylinder), its pseudorapidity range ⌘max, the

beam regions around ⌘ = ±1, and the characteristic transverse momentum of detected parti-

cles.

at a hadron collider, in particular, proton-proton (pp) or identical heavy ion (AA) collisions.

We assume that the lab frame is also the center-of-mass frame of the collisions. The center-of-

mass collision energy Q is assumed to be much larger than the masses of the initial, colliding

particles. Throughout this paper, we assume that Q is an arbitrary, but fixed, energy, but

will occasionally comment on the dependence of distributions of observables as a function of

Q. Additionally, we assume that the experimental detector cannot measure all particles and

that there is an unmeasureable beam region. Concretely, we assume that there is a maximum

pseudorapidity ⌘max of the detector and particles with pseudorapidity |⌘| > ⌘max are lost down

the beampipe. Finally, we assume that our detector can only measure particle momenta, but

has perfect angular and energy resolution.

With these assumptions, we can establish power counting that defines minimum bias events

and the corresponding symmetries of our collision experiment and of the detected final state

particles. The power counting that we take is as follows.

1. The beam is a small angular region outside the detection apparatus and we restrict our

description of the event to far from the beam region, where detected particle pseudora-

pidity satisfies |⌘| ⇠ 1 ⌧ ⌘max.

2. We assume that the mass of the particles is irrelevant and so detected particle transverse

momentum p? is parametrically larger than the QCD scale or pion mass, p? � m⇡.

3. The momentum lost down the beam region is an order-1 fraction of the center-of-mass

energy Q.

4. The number of detected particles N for which their pseudorapidity |⌘| ⌧ ⌘max is large:

N � 1.

5. We assume that the mean transverse momentum of the detected particles is representa-

tive of all particles’ momenta and so the mean and the root mean square momenta are

comparable: hp?i ⇠

q
hp2?i.

We will see below how these power counting assumptions then imply that our expansion pa-

rameter is 1/N ⇠ p?/Q ⌧ 1.1 Additionally, these power counting assumptions imply that the

1Actually, as we will see in the explicit examples below, there is a (dominant) additional fixed factor of

– 4 –

1. We focus on 
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p? � m⇡2. Everything massless

3. Beam momentum is O(1) of CoM

4. Number of                  particles
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N � 1

5.
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hp?i ⇠
q

hp2?i Mean transverse momentum 
representative of all particles’ momentum

1. O(2) symmetry about beam
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Figure 1: Schematic illustration of detector (cylinder), its pseudorapidity range ⌘max, the

beam regions around ⌘ = ±1, and the characteristic transverse momentum of detected parti-

cles.

at a hadron collider, in particular, proton-proton (pp) or identical heavy ion (AA) collisions.

We assume that the lab frame is also the center-of-mass frame of the collisions. The center-of-

mass collision energy Q is assumed to be much larger than the masses of the initial, colliding

particles. Throughout this paper, we assume that Q is an arbitrary, but fixed, energy, but

will occasionally comment on the dependence of distributions of observables as a function of

Q. Additionally, we assume that the experimental detector cannot measure all particles and

that there is an unmeasureable beam region. Concretely, we assume that there is a maximum

pseudorapidity ⌘max of the detector and particles with pseudorapidity |⌘| > ⌘max are lost down

the beampipe. Finally, we assume that our detector can only measure particle momenta, but

has perfect angular and energy resolution.

With these assumptions, we can establish power counting that defines minimum bias events

and the corresponding symmetries of our collision experiment and of the detected final state

particles. The power counting that we take is as follows.

1. The beam is a small angular region outside the detection apparatus and we restrict our

description of the event to far from the beam region, where detected particle pseudora-

pidity satisfies |⌘| ⇠ 1 ⌧ ⌘max.

2. We assume that the mass of the particles is irrelevant and so detected particle transverse

momentum p? is parametrically larger than the QCD scale or pion mass, p? � m⇡.

3. The momentum lost down the beam region is an order-1 fraction of the center-of-mass

energy Q.

4. The number of detected particles N for which their pseudorapidity |⌘| ⌧ ⌘max is large:

N � 1.

5. We assume that the mean transverse momentum of the detected particles is representa-

tive of all particles’ momenta and so the mean and the root mean square momenta are

comparable: hp?i ⇠

q
hp2?i.

We will see below how these power counting assumptions then imply that our expansion pa-

rameter is 1/N ⇠ p?/Q ⌧ 1.1 Additionally, these power counting assumptions imply that the

1Actually, as we will see in the explicit examples below, there is a (dominant) additional fixed factor of

– 4 –

<latexit sha1_base64="EL3vfmr+pGLLNMkawX1D5+3Xvw0=">AAACuXicbVFba9swFJa9W5fdsu1xL2JhkNA02KN0g1Eo3csGw2RsaQtRKo5lOdEq28KSx4LQfxx727+ZErvQtT1C6NP3nYt0Tqqk0CaK/gbhnbv37j/Yedh79PjJ02f95y9OdNXUjM9YJav6LAXNpSj5zAgj+ZmqORSp5KfpxceNfvqT11pU5XezVnxRwLIUuWBgPEX7v4kWywLwISaiNNQSw38Z++Xz9Jsb2mQ3ofaYgmvP1LmRw20ATYaKxmMis8rosaLJGBOLFbVAhfdxl9e0vY4wGW9XxqWBczvcHzmfAHYVTfeIbgpqxWHszhMfI/bwFcZ2T3CXyW9R01bd1BrR/iCaRFvDN0HcgQHqbEr7f0hWsabgpWEStJ7HkTILC7URTHLXI43mCtgFLPncwxIKrhd223mH33gmw3lV+10avGWvRlgotF4XqfcswKz0dW1D3qbNG5O/X1hRqsbwkrWF8kZiU+HNGHEmas6MXHsArBb+rZitoAZm/LB7vgnx9S/fBCdvJ/HBJPq6Pzg67tqxg16h12iIYvQOHaFPaIpmiAUHAQl4kIcfQghX4Y/WNQy6mJfoPwv1PzbD1YM=</latexit>

� =

Z

LIPS(N+NBa+NBb
)
�N (p1, . . . , pN , {pai}, {pbi}) �(4)(pa + pb �

NX

i=1

pi �
NBaX

i=1

pai �
NBbX

i=1

pbi)



Effective matrix element

⌘ ! 1

<latexit sha1_base64="5sD6P26wd6Buz032tCECn4UnISk=">AAAB9XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0WPRi8cK9gOaWDbbTbt0sxt2J0oI/R9ePCji1f/izX/jts1BWx8MPN6bYWZemAhuwHW/ndLK6tr6RnmzsrW9s7tX3T9oG5VqylpUCaW7ITFMcMlawEGwbqIZiUPBOuH4Zup3Hpk2XMl7yBIWxGQoecQpASs9+AwI9kH5XEaQ9as1t+7OgJeJV5AaKtDsV7/8gaJpzCRQQYzpeW4CQU40cCrYpOKnhiWEjsmQ9SyVJGYmyGdXT/CJVQY4UtqWBDxTf0/kJDYmi0PbGRMYmUVvKv7n9VKIroKcyyQFJul8UZQKDApPI8ADrhkFkVlCqOb2VkxHRBMKNqiKDcFbfHmZtM/q3nn94u681rgu4iijI3SMTpGHLlED3aImaiGKNHpGr+jNeXJenHfnY95acoqZQ/QHzucPhBGSiQ==</latexit>

⌘ ! �1

<latexit sha1_base64="6J84wcSNXDhZFNjeTqd+1l3inYg=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEIXiyJVPRY9OKxgv2AJpTNdtMu3WzC7kSIob/EiwdFvPpTvPlv3LY5aOuDgcd7M8zMCxLBNTjOt1VaW9/Y3CpvV3Z29/ar9sFhR8epoqxNYxGrXkA0E1yyNnAQrJcoRqJAsG4wuZ353UemNI/lA2QJ8yMykjzklICRBnbVY0CwB/G5x2UI2cCuOXVnDrxK3ILUUIHWwP7yhjFNIyaBCqJ133US8HOigFPBphUv1SwhdEJGrG+oJBHTfj4/fIpPjTLEYaxMScBz9fdETiKtsygwnRGBsV72ZuJ/Xj+F8NrPuUxSYJIuFoWpwBDjWQp4yBWjIDJDCFXc3IrpmChCwWRVMSG4yy+vks5F3W3UL+8bteZNEUcZHaMTdIZcdIWa6A61UBtRlKJn9IrerCfrxXq3PhatJauYOUJ/YH3+AGkKkvE=</latexit>

⌘ = ⌘max

<latexit sha1_base64="PZ4MQ0mpsEAHbofxjRV8qjnYVM0=">AAAB+nicbVC7TsMwFHXKq5RXCiOLRYXEVCWoCBakChbGItGH1ESR4zqtVduJbAeoQj+FhQGEWPkSNv4Gp80ALUe6V0fn3CtfnzBhVGnH+bZKK6tr6xvlzcrW9s7unl3d76g4lZi0ccxi2QuRIowK0tZUM9JLJEE8ZKQbjq9zv3tPpKKxuNOThPgcDQWNKEbaSIFd9YhG8DLvQeZx9DgN7JpTd2aAy8QtSA0UaAX2lzeIccqJ0Jghpfquk2g/Q1JTzMi04qWKJAiP0ZD0DRWIE+Vns9On8NgoAxjF0pTQcKb+3sgQV2rCQzPJkR6pRS8X//P6qY4u/IyKJNVE4PlDUcqgjmGeAxxQSbBmE0MQltTcCvEISYS1SatiQnAXv7xMOqd1t1E/u23UmldFHGVwCI7ACXDBOWiCG9ACbYDBA3gGr+DNerJerHfrYz5asoqdA/AH1ucPCOyT3w==</latexit>

⌘ = �⌘max

<latexit sha1_base64="rT9CUMdkOAe0i+NPV+hqwjs2cyg=">AAAB+3icbVDLSgMxFM3UV62vsS7dBIvgxjIjFd0IRTcuK9gHdIYhk2ba0CQzJBlpGeZX3LhQxK0/4s6/MW1noa0HLvdwzr3k5oQJo0o7zrdVWlvf2Nwqb1d2dvf2D+zDakfFqcSkjWMWy16IFGFUkLammpFeIgniISPdcHw387tPRCoai0c9TYjP0VDQiGKkjRTYVY9oBG/OZy3IPI4meWDXnLozB1wlbkFqoEArsL+8QYxTToTGDCnVd51E+xmSmmJG8oqXKpIgPEZD0jdUIE6Un81vz+GpUQYwiqUpoeFc/b2RIa7UlIdmkiM9UsveTPzP66c6uvYzKpJUE4EXD0UpgzqGsyDggEqCNZsagrCk5laIR0girE1cFROCu/zlVdK5qLuN+uVDo9a8LeIog2NwAs6AC65AE9yDFmgDDCbgGbyCNyu3Xqx362MxWrKKnSPwB9bnD3YllBY=</latexit>

p� ⇠ Q/N

<latexit sha1_base64="kr51kGB5RfRN/0tR209Hu8yRErE=">AAAB+XicbVDLSgMxFM3UV62vUZdugkVwVWekosuiG1fSgn1AZxgyaaYNTTIhyRTK0D9x40IRt/6JO//GtJ2FVg9cOJxzL/feE0tGtfG8L6e0tr6xuVXeruzs7u0fuIdHHZ1mCpM2TlmqejHShFFB2oYaRnpSEcRjRrrx+G7udydEaZqKRzOVJORoKGhCMTJWilxXRoEkSsJAUw5bFw+RW/Vq3gLwL/ELUgUFmpH7GQxSnHEiDGZI677vSRPmSBmKGZlVgkwTifAYDUnfUoE40WG+uHwGz6wygEmqbAkDF+rPiRxxrac8tp0cmZFe9ebif14/M8lNmFMhM0MEXi5KMgZNCucxwAFVBBs2tQRhRe2tEI+QQtjYsCo2BH/15b+kc1nz67WrVr3auC3iKIMTcArOgQ+uQQPcgyZoAwwm4Am8gFcnd56dN+d92Vpyiplj8AvOxzd4/ZLo</latexit>

Figure 1: Schematic illustration of detector (cylinder), its pseudorapidity range ⌘max, the

beam regions around ⌘ = ±1, and the characteristic transverse momentum of detected parti-

cles.

at a hadron collider, in particular, proton-proton (pp) or identical heavy ion (AA) collisions.

We assume that the lab frame is also the center-of-mass frame of the collisions. The center-of-

mass collision energy Q is assumed to be much larger than the masses of the initial, colliding

particles. Throughout this paper, we assume that Q is an arbitrary, but fixed, energy, but

will occasionally comment on the dependence of distributions of observables as a function of

Q. Additionally, we assume that the experimental detector cannot measure all particles and

that there is an unmeasureable beam region. Concretely, we assume that there is a maximum

pseudorapidity ⌘max of the detector and particles with pseudorapidity |⌘| > ⌘max are lost down

the beampipe. Finally, we assume that our detector can only measure particle momenta, but

has perfect angular and energy resolution.

With these assumptions, we can establish power counting that defines minimum bias events

and the corresponding symmetries of our collision experiment and of the detected final state

particles. The power counting that we take is as follows.

1. The beam is a small angular region outside the detection apparatus and we restrict our

description of the event to far from the beam region, where detected particle pseudora-

pidity satisfies |⌘| ⇠ 1 ⌧ ⌘max.

2. We assume that the mass of the particles is irrelevant and so detected particle transverse

momentum p? is parametrically larger than the QCD scale or pion mass, p? � m⇡.

3. The momentum lost down the beam region is an order-1 fraction of the center-of-mass

energy Q.

4. The number of detected particles N for which their pseudorapidity |⌘| ⌧ ⌘max is large:

N � 1.

5. We assume that the mean transverse momentum of the detected particles is representa-

tive of all particles’ momenta and so the mean and the root mean square momenta are

comparable: hp?i ⇠

q
hp2?i.

We will see below how these power counting assumptions then imply that our expansion pa-

rameter is 1/N ⇠ p?/Q ⌧ 1.1 Additionally, these power counting assumptions imply that the

1Actually, as we will see in the explicit examples below, there is a (dominant) additional fixed factor of
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(After momentum conservation identities)

2.2 Expansion of the Squared Matrix Element

Having established the form of the cross section for minimum bias events expressed exclusively

in terms of observable particle momenta, we now use the power counting and symmetries to

expand the squared matrix element |M(1, 2, . . . , N)|2. The natural expansion parameter in

which to do this according to our power counting is the number of detected particles N � 1.

Namely, we would want to determine the momentum dependence of the squared matrix element

systematically at every power of 1/N , with undetermined parameters that can be fit to data.

We will do this in a few steps. First, we will present an expansion of the squared matrix

element in inverse powers of the center-of-mass energy Q, for which terms can be established

order-by-order through use of momentum conservation. From this expansion, we can identify

the scaling with N for each of the terms and reorganize the expansion according to our power

counting rules.

We first note that, with this construction, the leading approximation of the squared ma-

trix element is that it is constant. As we can fix overall normalization later, the leading

approximation of squared matrix element in the 1/Q expansion is

|M(1, 2, . . . , N)|2 = 1 + O(Q�1) . (2.11)

A linearly-independent set of momentum-dependent terms at higher powers in 1/Q can be

established using momentum conservation. The transverse and longitudinal momentum con-

servation equations of the detected particles are:
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On the right, we have expanded the equalities in terms of permutation-symmetric polynomials

of the phase space coordinates. The symmetries of minimum bias events forbid terms at order

1/Q (and actually any odd power of this) and these fundamental momentum conservation

equations define a linearly-independent set of terms at order 1/Q
2. We can then write
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where c
(2)
1 is some dimensionless, numerical coe�cient. We will discuss the potential depen-

dence of c
(2)
1 on the number of particles N later.

To construct linear relationships between terms at higher mass dimension, we can multiply
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Again, on the right, we have expanded the identities in terms of independent symmetric poly-

nomials. Then, through the first few orders, the squared matrix element can be expanded
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The c
(4)
i are dimensionless numerical coe�cients. Linear relationships from conservation of

momentum have already been accounted for and (hyperbolic) trigonometric identities have

been used. Note also that any terms that exclusively depend on the product k
+
k
� can be

absorbed into the function f(k+
k
�) and are not included.

The numerical coe�cients c
(n)
i in general depend on the number of detected particles N .

For the most part, we will be agnostic as to what their precise scaling with N is, but we will

make the following weak, but constraining, assumption. We assume that, in the N ! 1 limit,

the dependence of the coe�cients c
(n)
i on N is such that the entire corresponding term in the

squared matrix element remains finite. For example, consider the term at O(Q�2). With our

power counting assumption that p? ⇠ Q/N and ergodicity, the kinematic dependence of this
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make the following weak, but constraining, assumption. We assume that, in the N ! 1 limit,

the dependence of the coe�cients c
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i on N is such that the entire corresponding term in the
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= 1 +
c(2)1

Q2

NX

i=1

p2?i +O(Q�4)

(After momentum conservation identities)

The inevitable ‘flatness’ of large N

because there are N terms in the sum and each term scales like 1/N
2. Thus, the coe�cient

c
(2)
1 can scale at worst linear in N as N ! 1 and the whole term will still be finite in the

squared matrix element.2

Further, the assumption of ergodicity implies that in the limit that N ! 1, the entire ma-

trix element becomes a constant, independent of the event’s dynamics. Our ergodic assumption

implies that the symmetric sums over terms that appear in the squared matrix element reduce

to the corresponding mean values for N ! 1. For example, consider the term at O(Q�2)

again. The sum of the squared transverse momentum of all particles in the event returns the

mean square transverse momentum hp
2
?i times N , as N ! 1. Because the sum consists of N

terms, the variance of the sum is also of order N and so the whole expression takes the form

lim
N!1

NX

i=1

p
2
?i ! Nhp

2
?i + O

⇣p

Nhp
2
?i

⌘
. (2.17)

In the strict N ! 1 limit, the variance of the sum vanishes, reducing to a constant value on all

of phase space. Every term in the squared matrix element reduces to its mean as N ! 1 by

ergodicity, and so the whole squared matrix element itself becomes a constant on the N -body

phase space as N ! 1. We will exploit this limit of the matrix element in our predictions of

the following section.

While constructive, this 1/Q expansion isn’t exactly the expansion that is natural with

our power counting. Terms at a fixed order in 1/Q do not in general have a homogeneous

scaling with 1/N . For example, at O(Q�4), the term

1

Q4
k
+
k
�

NX

i=1

p
2
?i ⇠

1

N
, (2.18)

while the term
1

Q4

NX

i=1

p
4
?i ⇠

1

N3
, (2.19)

as N ! 1. The particular form of higher-order terms in 1/N is subtle to determine because,

in general, terms that arise in the 1/Q expansion don’t have a homogeneous scaling in 1/N .

For example, assuming that k
+
k
� is homogeneous in powers of N with k

+
k
�

⇠ N
0, then from

Eq. (2.12) the term with hyperbolic cosine is not homogeneous in N :

NX

i 6=j

p?ip?j cosh(⌘i � ⌘j) ⇠ O(N0) + O(N�1) . (2.20)

This follows because of the assumption that ⌘i ⇠ 1 and so cosh(⌘i � ⌘j) ⇠ 1, the transverse

momentum p?i ⇠ 1/N and that the sum consists of N
2

� N terms. We do not attempt to

determine the general form of the 1/N expansion of the squared matrix element here, although

a systematic approach could be pursued along the lines of Refs. [31–37]. However, what we

will do in Sec. 3, when using the power counting and symmetries to understand collider data,

2In matching this expansion to a short-distance description from QCD, the coe�cients c(n)
i can generically

also depend on the ratio of collision energy Q to the QCD scale ⇤QCD or pion mass m⇡. Explicitly doing the

matching or resumming large logarithms of this ratio requires an e↵ective field theory for minimum bias, which

we do not construct here and leave to future work.
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Expanding the Matrix Element

28

Ergodicity and central limit theorem means that matrix 
element reduces to a constant on phase space as 


N dependence of coefficients is just constrained by 
finiteness (for now) 

N → ∞

|M(1, 2, . . . , N)|2 = 1 +
c(2)1

Q2

NX

i=1

p2?i +O(Q�4)

lim
N!1

|M(1, 2, . . . , N)|2 ! 1 +
c(2)1

Q2
Nhp2?i+ · · ·

lim
N!1

c(2)1

Q2
Nhp2?i ⇠

c(2)1

N
< 1



Fixing the function f to give flat-in-rapidity
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Figure 2: Comparison of particle density in pseudorapidity between 8 TeV pp collider data

from the CMS and TOTEM experiments [49] to our prediction of Eq. (3.4) (solid) and the

flat phase space distribution of Eq. (3.3) (dashed). The data only include charged particles

with transverse momentum greater than 40 MeV and our prediction uses the form of smearing

function f(x) in Eq. (3.6) with n = 1.6 ⇥ 105.

To determine the value n, we must use data. Pseudorapidity distributions have been

measured extensively in the ATLAS [42–45], CMS [46–52] and ALICE [53–63] experiments

at the LHC, in both pp and heavy ion collisions. From those data, we can determine the

parameter n by noting the following. The mean value of x from Eq. (3.6) is roughly 1/n, which

is the region that dominates the integral. We call ⌘1/2 where the pseudorapidity distribution

is approximately half of its value at ⌘ = 0 which occurs when 2x cosh(2⌘1/2) ⇠ 1; or when

n = 2 cosh(2⌘1/2) . (3.8)

From the 8 TeV LHC pp experiment data that follows, for instance, the value of ⌘1/2 ⇠ 6, and

so n ⇠ 1.6 ⇥ 105. The parameter n has implicit Q dependence, at least by the connection to

maximum value of ⌘.

We emphasize that in what follows that the fit above to the tail around |⌘| & ⌘1/2 is not

important for the observables that are captured in our approach; that is, any step-like function

with a cuto↵ around ⌘1/2 would su�ce. Kinematic observables binned in N and at fixed Q

in the region of validity of this e↵ective framework are insensitive as n ! 1; we will see this

explicitly below with the single particle p? distribution, where we also give a quantitative

estimate for the validity condition. In order to correctly capture scalings with Q, the value of

n is important in that it captures the value of ⌘1/2, which scales with Q. Any other step-like

function, however, would capture the same scaling and, at least at large enough Q, this scaling

should be independent of the precise form of the tail.

The above established value of n can then be used to compare our predicted pseudorapid-

ity distribution to data. This is done in Fig. 2 where we compare our prediction to data from

the CMS and TOTEM experiments [49] of the charged particle number density as a function
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Figure 2: Comparison of particle density in pseudorapidity between 8 TeV pp collider data

from the CMS and TOTEM experiments [49] to our prediction of Eq. (3.4) (solid) and the

flat phase space distribution of Eq. (3.3) (dashed). The data only include charged particles

with transverse momentum greater than 40 MeV and our prediction uses the form of smearing

function f(x) in Eq. (3.6) with n = 1.6 ⇥ 105.

To determine the value n, we must use data. Pseudorapidity distributions have been

measured extensively in the ATLAS [42–45], CMS [46–52] and ALICE [53–63] experiments

at the LHC, in both pp and heavy ion collisions. From those data, we can determine the

parameter n by noting the following. The mean value of x from Eq. (3.6) is roughly 1/n, which

is the region that dominates the integral. We call ⌘1/2 where the pseudorapidity distribution

is approximately half of its value at ⌘ = 0 which occurs when 2x cosh(2⌘1/2) ⇠ 1; or when

n = 2 cosh(2⌘1/2) . (3.8)

From the 8 TeV LHC pp experiment data that follows, for instance, the value of ⌘1/2 ⇠ 6, and

so n ⇠ 1.6 ⇥ 105. The parameter n has implicit Q dependence, at least by the connection to

maximum value of ⌘.

We emphasize that in what follows that the fit above to the tail around |⌘| & ⌘1/2 is not

important for the observables that are captured in our approach; that is, any step-like function

with a cuto↵ around ⌘1/2 would su�ce. Kinematic observables binned in N and at fixed Q

in the region of validity of this e↵ective framework are insensitive as n ! 1; we will see this

explicitly below with the single particle p? distribution, where we also give a quantitative

estimate for the validity condition. In order to correctly capture scalings with Q, the value of

n is important in that it captures the value of ⌘1/2, which scales with Q. Any other step-like

function, however, would capture the same scaling and, at least at large enough Q, this scaling

should be independent of the precise form of the tail.

The above established value of n can then be used to compare our predicted pseudorapid-

ity distribution to data. This is done in Fig. 2 where we compare our prediction to data from

the CMS and TOTEM experiments [49] of the charged particle number density as a function
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Any function f(x) that is analytic 
and highly peaked at x=0 
produces the ‘Feynman’ plateau. 
Effective description is an 
Expansion around this

Fall-off can be fitted for 
useful self-consistency 
check, but it is outside 
effective description, so 
general results are agnostic 
to it

8 TeV pp
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pflat(⌘) = 2k+k�(k+e⌘ + k�e�⌘)�2

on flat phase space is then

pflat(⌘) = 2k
+
k
� �

k
+
e
⌘ + k

�
e
�⌘

��2
. (3.3)

In the large-N limit, this can also be directly derived from assuming that all particles have a

distribution flat in cos ✓, the polar angle from the beam. Note that this large-N limit ignores

momentum conservation in transforming to the exponential integrand.

We can then use this result to determine the observed pseudorapidity distribution p(⌘)

smeared against the function f(k+
k
�). We have

p(⌘) =
1

Q2

Z Q

0
dk

+
Z Q

0
dk

�
f
�
k
+
k
��

pflat(⌘) (3.4)

=
1

Q2

Z Q

0
dk

+
Z Q

0
dk

�
f
�
k
+
k
�� 2k

+
k
� �

k
+
e
⌘ + k

�
e
�⌘

��2

=

Z 1

0
dx f(x)

1 � x
2

1 + x2 + 2x cosh(2⌘)
.

In the final line, we have set xQ
2 = k

+
k
� and integrated over the pseudorapidity of the

system of final state particles in the lab frame. Written in this way, f(x) is itself a probability

distribution whose normalization is inherited from its expression in terms of k
+ and k

�:

1 =
1

Q2

Z Q

0
dk

+
Z Q

0
dk

�
f(k+

k
�) =

Z 1

0
dx log

1

x
f(x) . (3.5)

We also note that because f(x) � 0 on x 2 [0, 1], the pseudorapidity distribution p(⌘) mono-

tonically decreases as |⌘| increases away from ⌘ = 0. The integral in the final line of Eq. (3.4)

is also dominated by the region for 0  x . 1/ cosh(2⌘).

To go further, we need an explicit form for the function f(x). As we noted earlier, f(x)

should be analytic on x 2 [0, 1] because it is a physical squared matrix element. Also, because

of the collinear singularity of QCD, we expect a very flat distribution of pseudorapidity over a

wide range. From our expression for the pseudorapidity distribution p(⌘) in Eq. (3.4), we note

that if f(x) = �(x), then p(⌘) is flat, but not normalizable. So, combining these observations

suggests that f(x) should be highly-peaked at x = 0 and analytic. This motivates the following

form:

f(k+
k
�) =

n + 1

Hn+1

✓
1 �

k
+
k
�

Q2

◆n

'
n

�E + log n
e
�n k+k�

Q2
, (3.6)

where n � 1 ensures strong peaking at x = 0, Hn is the harmonic number and �E is the

Euler-Mascheroni constant.3 We discuss the independence of our results on the precise form

of this function shortly.

3We have currently described the function f(k+k�) as a function that corresponds to smearing the flat phase

space distribution. However, it can equivalently be interpreted as a squared matrix element |M|2 for the N

detected particles using the relationship from Eq. (2.12). With this interpretation, the squared matrix element

is

|M|2 ⇠ e
�n k+k�

Q2 ⇠ exp

2

4�n
NX

i 6=j

p?ip?j

Q2
cosh(⌘i � ⌘j)

3

5 , (3.7)

to leading order in 1/N in the exponent. Of course, regardless of the interpretation, we find the same predictions

for the desired measured quantities.

– 14 –
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In the large-N limit, this can also be directly derived from assuming that all particles have a
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We also note that because f(x) � 0 on x 2 [0, 1], the pseudorapidity distribution p(⌘) mono-

tonically decreases as |⌘| increases away from ⌘ = 0. The integral in the final line of Eq. (3.4)

is also dominated by the region for 0  x . 1/ cosh(2⌘).

To go further, we need an explicit form for the function f(x). As we noted earlier, f(x)

should be analytic on x 2 [0, 1] because it is a physical squared matrix element. Also, because

of the collinear singularity of QCD, we expect a very flat distribution of pseudorapidity over a

wide range. From our expression for the pseudorapidity distribution p(⌘) in Eq. (3.4), we note

that if f(x) = �(x), then p(⌘) is flat, but not normalizable. So, combining these observations

suggests that f(x) should be highly-peaked at x = 0 and analytic. This motivates the following

form:
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where n � 1 ensures strong peaking at x = 0, Hn is the harmonic number and �E is the

Euler-Mascheroni constant.3 We discuss the independence of our results on the precise form

of this function shortly.

3We have currently described the function f(k+k�) as a function that corresponds to smearing the flat phase

space distribution. However, it can equivalently be interpreted as a squared matrix element |M|2 for the N

detected particles using the relationship from Eq. (2.12). With this interpretation, the squared matrix element

is

|M|2 ⇠ e
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Q2 ⇠ exp
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to leading order in 1/N in the exponent. Of course, regardless of the interpretation, we find the same predictions

for the desired measured quantities.
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In the large-N limit, this can also be directly derived from assuming that all particles have a

distribution flat in cos ✓, the polar angle from the beam. Note that this large-N limit ignores

momentum conservation in transforming to the exponential integrand.
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We also note that because f(x) � 0 on x 2 [0, 1], the pseudorapidity distribution p(⌘) mono-

tonically decreases as |⌘| increases away from ⌘ = 0. The integral in the final line of Eq. (3.4)

is also dominated by the region for 0  x . 1/ cosh(2⌘).

To go further, we need an explicit form for the function f(x). As we noted earlier, f(x)

should be analytic on x 2 [0, 1] because it is a physical squared matrix element. Also, because

of the collinear singularity of QCD, we expect a very flat distribution of pseudorapidity over a

wide range. From our expression for the pseudorapidity distribution p(⌘) in Eq. (3.4), we note

that if f(x) = �(x), then p(⌘) is flat, but not normalizable. So, combining these observations

suggests that f(x) should be highly-peaked at x = 0 and analytic. This motivates the following

form:
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where n � 1 ensures strong peaking at x = 0, Hn is the harmonic number and �E is the

Euler-Mascheroni constant.3 We discuss the independence of our results on the precise form

of this function shortly.

3We have currently described the function f(k+k�) as a function that corresponds to smearing the flat phase
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to leading order in 1/N in the exponent. Of course, regardless of the interpretation, we find the same predictions

for the desired measured quantities.
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of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.

3.2 Transverse Momentum Distributions

We now turn to understanding transverse momentum distributions in pp collisions. The set-

up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is

pflat(p?) / p?
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where K0(z) is a modified Bessel function. The unit normalized distribution is
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With this result, the distribution smeared with the function f(k+
k
�) is, in general,
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an

ensemble of collision events. This mean is
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0
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Substituting this expression for N , the transverse momentum distribution is then
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Transverse momentum distribution
The distribution on unsmeared phase space can be shown to be a 
Bessel function

With f(x) from Eq. (3.6), the mean transverse momentum is
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⇡
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N
h
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, (3.13)

in the n ! 1 limit. The p? distribution with this form of f(x) is
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Data of the transverse momentum distribution are often displayed as a number density per

phase space volume, and so what we will plot is actually

1

2⇡p?

dN

dp?
/

p(p?)

p?
. (3.15)

Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.

The reason for e↵ective independence on a pseudorapidity cut is as follows. In the large

n limit, the transverse momentum distribution of Eq. (3.14) is itself independent of n. The

Bessel function has an asymptotic form of
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, (3.16)

for z � 1. With this approximation, the distribution is
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ignoring overall constant factors. Now, with n � 1, we can saddle-point approximate the

exponential. The value of x for which the exponent factor is minimized is

xmin =
⇡

4n

p
2/3
?

hp?i2/3
. (3.18)

Just setting x in the integrand equal to this minimum value, taking n ! 1 and ignoring

non-exponential factors, we have

p(p?) ⇠ e
� 3⇡

4

p
2/3
?

hp?i2/3 . (3.19)

As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
2/3
? . Fractional dispersion relations

are very strange, but can arise from integrating out a gapless subsystem of a larger system
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of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.
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2 = 1 and take the large-N limit of phase space. The
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Transverse momentum distribution
The distribution on unsmeared phase space can be shown to be a 
Bessel function

The function f is now fixed, no wiggle-room
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an
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hp?i =

Z 1

0
dp? p? p(p?) =

4N
2

Q2

Z 1

0
dx log

1

x
f(x)

1

x

Z 1

0
dp? p

2
? K0

✓
2Np?
Q

p
x

◆
(3.12)

=
⇡

4

Q

N

Z 1

0
dx log

1

x
f(x)

p
x ⌘

⇡

4

Q

N
h
p

xi .

Substituting this expression for N , the transverse momentum distribution is then

p(p?) =
⇡
2
h
p

xi
2

4hp?i2
p?

Z 1

0
dx log

1

x
f(x)

1

x
K0

✓
⇡h

p
xi

2hp?i
p

x
p?

◆
.

– 16 –

of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.

3.2 Transverse Momentum Distributions

We now turn to understanding transverse momentum distributions in pp collisions. The set-

up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is
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explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an
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is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.
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element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution
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bution is just a normalized probability distribution, so we multiply by a factor to fit data. As
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is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with
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explicitly on the number of detected particles N . This number fluctuates event-by-event and
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Transverse momentum distribution
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Figure 3: Transverse momentum distribution of charged particles in minimum bias events in
p

s = 7 TeV pp collisions at CMS from Ref. [47] compared to our prediction. The data have

an |⌘| < 2.4 cut on the charged particles. Our prediction from the asymptotic expression of

Eq. (3.19) (solid) uses hp?i = 0.65 GeV, and also plotted is the distribution on flat phase space

of Eq. (3.10) (dashed).

Fitting the 7 TeV data from CMS in Fig. 3 fixes hp?i = 0.65 GeV, and from the 8 TeV

CMS+TOTEM data of the pseudorapidity distribution from Fig. 2, we fit n = 1.6⇥105. While

these data are from di↵erent collision energies and so are perhaps not directly comparable and

interpretable from one to the other, we only anticipate logarithmic dependence on center-

of-mass collision energy, so their distinction should be minimal when applied to our (rather

coarse) scaling predictions. Taking these values along with Q = 8 TeV, the expected value of

the detected multiplicity from Eq. (3.23) is then

N ' 21 . (3.24)

While this is a very simple and crude prediction, it is nevertheless in the same order-of-

magnitude as the number of observed charged particles from Fig. 2, for example. In that

figure, the number density of charged particles with transverse momentum greater than 40

MeV is roughly 6.5 per unit pseudorapidity for |⌘| . 5.5. So, there are roughly 72 charged

particles in each event. Our prediction is about a factor of 3 smaller, which is likely accounted

for by the transverse momentum cut. 40 MeV is less than the mass of the pion, and so violates

an assumption of our power counting. Increasing this cut would correspondingly decrease the

number of detected particles, while not a↵ecting our fit value for hp?i.

Further, the expression for multiplicity N from Eq. (3.23) implies a non-trivial dependence

on the center-of-mass collision energy. First, note that the value of n in the form of the function

f(x) is related to the collision energy Q through Eq. (3.8):

⌘max ' log
Q

p?cut
' log n . (3.25)

Here, p?cut is the experimental lower bound on detected particle transverse momentum. Then,

as long as the dependence of the mean transverse momentum hp?i on the collision energy Q
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Expression for distribution depends 
only on variable = average pT

7 TeV pp collisions

With f(x) from Eq. (3.6), the mean transverse momentum is
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Data of the transverse momentum distribution are often displayed as a number density per

phase space volume, and so what we will plot is actually

1

2⇡p?

dN

dp?
/

p(p?)

p?
. (3.15)

Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.

The reason for e↵ective independence on a pseudorapidity cut is as follows. In the large

n limit, the transverse momentum distribution of Eq. (3.14) is itself independent of n. The

Bessel function has an asymptotic form of
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for z � 1. With this approximation, the distribution is
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ignoring overall constant factors. Now, with n � 1, we can saddle-point approximate the

exponential. The value of x for which the exponent factor is minimized is

xmin =
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. (3.18)

Just setting x in the integrand equal to this minimum value, taking n ! 1 and ignoring

non-exponential factors, we have

p(p?) ⇠ e
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p
2/3
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hp?i2/3 . (3.19)

As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
2/3
? . Fractional dispersion relations

are very strange, but can arise from integrating out a gapless subsystem of a larger system
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Fractional dispersion…interesting!

Figure 3: Transverse momentum distribution of charged particles in minimum bias events in
p

s = 7 TeV pp collisions at CMS from Ref. [47] compared to our prediction. The data have

an |⌘| < 2.4 cut on the charged particles. Our prediction from the asymptotic expression of

Eq. (3.19) (solid) uses hp?i = 0.65 GeV, and also plotted is the distribution on flat phase space

of Eq. (3.10) (dashed).

Fitting the 7 TeV data from CMS in Fig. 3 fixes hp?i = 0.65 GeV, and from the 8 TeV

CMS+TOTEM data of the pseudorapidity distribution from Fig. 2, we fit n = 1.6⇥105. While

these data are from di↵erent collision energies and so are perhaps not directly comparable and

interpretable from one to the other, we only anticipate logarithmic dependence on center-

of-mass collision energy, so their distinction should be minimal when applied to our (rather

coarse) scaling predictions. Taking these values along with Q = 8 TeV, the expected value of

the detected multiplicity from Eq. (3.23) is then

N ' 21 . (3.24)

While this is a very simple and crude prediction, it is nevertheless in the same order-of-

magnitude as the number of observed charged particles from Fig. 2, for example. In that

figure, the number density of charged particles with transverse momentum greater than 40

MeV is roughly 6.5 per unit pseudorapidity for |⌘| . 5.5. So, there are roughly 72 charged

particles in each event. Our prediction is about a factor of 3 smaller, which is likely accounted

for by the transverse momentum cut. 40 MeV is less than the mass of the pion, and so violates

an assumption of our power counting. Increasing this cut would correspondingly decrease the

number of detected particles, while not a↵ecting our fit value for hp?i.

Further, the expression for multiplicity N from Eq. (3.23) implies a non-trivial dependence

on the center-of-mass collision energy. First, note that the value of n in the form of the function

f(x) is related to the collision energy Q through Eq. (3.8):
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Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.
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of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.

3.2 Transverse Momentum Distributions

We now turn to understanding transverse momentum distributions in pp collisions. The set-

up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an

ensemble of collision events. This mean is
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of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.

3.2 Transverse Momentum Distributions

We now turn to understanding transverse momentum distributions in pp collisions. The set-

up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an

ensemble of collision events. This mean is
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With f(x) from Eq. (3.6), the mean transverse momentum is
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Data of the transverse momentum distribution are often displayed as a number density per

phase space volume, and so what we will plot is actually

1

2⇡p?

dN

dp?
/
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. (3.15)

Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.

The reason for e↵ective independence on a pseudorapidity cut is as follows. In the large

n limit, the transverse momentum distribution of Eq. (3.14) is itself independent of n. The

Bessel function has an asymptotic form of
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for z � 1. With this approximation, the distribution is
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ignoring overall constant factors. Now, with n � 1, we can saddle-point approximate the

exponential. The value of x for which the exponent factor is minimized is
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Just setting x in the integrand equal to this minimum value, taking n ! 1 and ignoring

non-exponential factors, we have
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As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
2/3
? . Fractional dispersion relations

are very strange, but can arise from integrating out a gapless subsystem of a larger system
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Transverse momentum distribution
The distribution on unsmeared phase space can be shown to be a 
Bessel function

The function f is now fixed, no wiggle-room

See edge of validity of the effective 
min bias description, does not agree 
at high pT as one would expect

7 TeV pp collisions
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Figure 4: Transverse momentum distribution of charged particles in minimum bias events in
p

s = 2.76 TeV pp collisions at ATLAS from Ref. [44] compared to our asymptotic prediction

and a Tsallis distribution. The data have an |⌘| < 2 cut on the charged particles. In our

prediction of Eq. (3.19), we set the parameter hp?i = 0.5 GeV and the parameters of the

Tsallis distribution are n = 6.6 and T = 0.12 GeV.

However, with the approximations that we have made thus far, we can estimate where

our description of the transverse momentum distribution should break down. In the deriva-

tion of our results, an important approximation that we made in the large-N limit was that

momentum conservation could be ignored, which in turn resulted in an exponential appearing

in the calculation of distributions on flat phase space in Eq. (3.2). By carefully analyzing this

approximation, we can identify where it breaks down. First, the large-N flat phase space factor

can be written as
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So far, this is exact, but higher-order terms in the exponent can be safely ignored only if
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Recall that k
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� is the total squared energy of the detected particles. In coordinates that we

used earlier, we expressed
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and so the limit on transverse momentum is
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is relatively weak, the multiplicity scales with a fractional power of Q:

N ⇠ Q
1/2 = s

1/4
. (3.26)

This particular fractional power scaling is a prediction of the Fermi-Landau model [65–68]. In

the context of our analysis here, we note that it is a consequence of our particular choice of

the function f(x) in the smeared cross section. Additionally, the inclusion of a squared matrix

element with non-trivial dependence on the detected particles will a↵ect this scaling. Data

prefer a slightly smaller power-law scaling of the multiplicity, e.g., Ref. [61] in which a power

law of s
0.11 fits the charged particle multiplicity over decades of collision energies. Nevertheless,

this simple result within the context of our large-N expansion suggests that an appropriate

squared matrix element could fit the data. We leave a more detailed analysis of the collision

energy dependence of the multiplicity to future work.

Data of transverse momentum distributions in minimum bias are often compared to Tsallis

distributions [69–71] that assume there are fluctuations in the N particle final state that are

quantified by a non-extensive form of entropy. This is an intriguing interpretation and the

success of such models may point to fundamental fractal-like structure of particles produced

in minimum bias collisions. While not inconsistent with this interpretation, our expansion of

the minimum bias cross section has a more mundane understanding as a consequence of the

symmetries of these collision events. Further, the Tsallis distribution reduces to a power law at

large transverse momentum, while our smeared prediction is exponential, though dependent on

a fractional power of transverse momentum. A detailed study to distinguish the consequences of

these two (or other) models of minimum bias dynamics may reveal the microscopic description

of these events and lead to an e↵ective field theory in which precision calculations can be

performed.

3.2.1 Limit of Large-N Expansion

With data that extends to higher values of transverse momentum, we can see the limit of

our prediction, with the assumptions we have made thus far. In particular, we have assumed

that the squared matrix element is just 1, which is its expression at lowest order in the 1/N

expansion. However, at higher transverse momentum, higher order terms in the squared matrix

element become more important and may be necessary to describe the distribution. In Fig. 4,

we compare charged particle transverse momentum distribution data from
p

s = 2.76 TeV pp

collisions to our asymptotic prediction of Eq. (3.19) and a Tsallis distribution. This Tsallis

distribution takes the form
1

2⇡p?

d�

dp?
/

⇣
1 +

p?
nT

⌘�n
, (3.27)

for parameters n and T . In the plot, we have set the parameters in our prediction and the

Tsallis distribution to be hp?i = 0.5 GeV, n = 6.6 and T = 0.12 GeV. At low transverse

momentum, both our prediction and the Tsallis distribution follow the data extremely well,

but around 5 GeV, our prediction exponentially drops, while the Tsallis distribution largely

follows the power-law distribution at high transverse momentum. It would be interesting to

study the e↵ect of maintaining momentum conservation in our prediction and non-trivial terms

in the matrix element to see if they can reproduce the high-p? tail, but we leave that to future

work.
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of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.

3.2 Transverse Momentum Distributions

We now turn to understanding transverse momentum distributions in pp collisions. The set-

up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is
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where K0(z) is a modified Bessel function. The unit normalized distribution is
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an

ensemble of collision events. This mean is
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an

ensemble of collision events. This mean is
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[64]. This is essentially what we did here: the beam remnants were gapless, but we exclusively

wanted an e↵ective description of the detected particles. Integrating out gapless modes in-

troduces non-locality in the e↵ective theory, which is manifested as a non-analytic dispersion

relation. In particular, note that the non-analyticity is not present in the flat phase space

distribution of Eq. (3.10). The asymptotic form of the Bessel function implies that

pflat(p?) ⇠ e
�⇡

2
p?

hp?i , (3.20)

ignoring overall non-exponential factors. No gapless modes are integrated out on flat phase

space, hence the dispersion relation ! / k? is analytic. The particular form of the dispersion

relation implied by Eq. (3.19) may provide a hint towards the construction of an e↵ective field

theory for minimum bias based on spontaneously broken symmetry breaking patterns, but we

leave that to future work.

We can also verify the consistency of our transverse momentum prediction, within the

framework of our assumed power counting. The second moment of the transverse momentum

is

hp
2
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f(x) x =

Q
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nN2
,

where the final equality is the large n limit of the second moment of the distribution of

Eq. (3.14). Then, the root mean square and expectation value of the transverse momentum

are related by q
hp2?i =

8

⇡3/2
hp?i ' 1.44hp?i , (3.22)

satisfying our power counting of
q

hp2?i ⇠ hp?i and demonstrating consistency of our predic-

tion.

With this prediction for the transverse momentum distribution, we can compare it to

collider data. Fig. 3 shows the transverse momentum distribution of charged particles in

minimum bias events in
p

s = 7 TeV pp collisions at CMS from Ref. [47]. A pseudorapidity cut

of |⌘| < 2.4 is also imposed, but, as mentioned earlier, that will not matter for our prediction.

This figure also plots the asymptotic form of our prediction from Eq. (3.19) where we have

set the parameter hp?i = 0.65 GeV, as well as the transverse momentum distribution on flat

N -body phase space. Our prediction is in remarkably good agreement with the data over

the plotted range of transverse momentum. We want to emphasize that once the form of

the smearing function f(x) is determined from pseudorapidity data, our prediction for the

transverse momentum distribution depends on only one parameter, the mean value of the

transverse momentum.

While we are unable to directly predict the multiplicity distribution from this framework,

we can nevertheless demonstrate consistency between parameters in the expansion of the cross

section with measured values of the mean multiplicity. From Eq. (3.13), the expected value of

N with our choice for the form of the function f(x) is

N '
⇡
3/2

Q

8
p

nhp?i
. (3.23)
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With f(x) from Eq. (3.6), the mean transverse momentum is
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in the n ! 1 limit. The p? distribution with this form of f(x) is
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Data of the transverse momentum distribution are often displayed as a number density per

phase space volume, and so what we will plot is actually

1

2⇡p?

dN

dp?
/

p(p?)

p?
. (3.15)

Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.

The reason for e↵ective independence on a pseudorapidity cut is as follows. In the large

n limit, the transverse momentum distribution of Eq. (3.14) is itself independent of n. The

Bessel function has an asymptotic form of

K0(z) !

r
⇡

2z
e
�z

, (3.16)

for z � 1. With this approximation, the distribution is

p(p?) ⇠
p

p?

Z 1

0
dx log

1

x

e
�nx� ⇡3/2p?

4hp?i
p

xn

x3/4
, (3.17)

ignoring overall constant factors. Now, with n � 1, we can saddle-point approximate the

exponential. The value of x for which the exponent factor is minimized is

xmin =
⇡

4n

p
2/3
?

hp?i2/3
. (3.18)

Just setting x in the integrand equal to this minimum value, taking n ! 1 and ignoring

non-exponential factors, we have

p(p?) ⇠ e
� 3⇡

4

p
2/3
?

hp?i2/3 . (3.19)

As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
2/3
? . Fractional dispersion relations

are very strange, but can arise from integrating out a gapless subsystem of a larger system
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[64]. This is essentially what we did here: the beam remnants were gapless, but we exclusively

wanted an e↵ective description of the detected particles. Integrating out gapless modes in-

troduces non-locality in the e↵ective theory, which is manifested as a non-analytic dispersion

relation. In particular, note that the non-analyticity is not present in the flat phase space

distribution of Eq. (3.10). The asymptotic form of the Bessel function implies that

pflat(p?) ⇠ e
�⇡

2
p?

hp?i , (3.20)

ignoring overall non-exponential factors. No gapless modes are integrated out on flat phase

space, hence the dispersion relation ! / k? is analytic. The particular form of the dispersion

relation implied by Eq. (3.19) may provide a hint towards the construction of an e↵ective field

theory for minimum bias based on spontaneously broken symmetry breaking patterns, but we

leave that to future work.

We can also verify the consistency of our transverse momentum prediction, within the

framework of our assumed power counting. The second moment of the transverse momentum

is
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0
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where the final equality is the large n limit of the second moment of the distribution of

Eq. (3.14). Then, the root mean square and expectation value of the transverse momentum

are related by q
hp2?i =

8

⇡3/2
hp?i ' 1.44hp?i , (3.22)

satisfying our power counting of
q

hp2?i ⇠ hp?i and demonstrating consistency of our predic-

tion.

With this prediction for the transverse momentum distribution, we can compare it to

collider data. Fig. 3 shows the transverse momentum distribution of charged particles in

minimum bias events in
p

s = 7 TeV pp collisions at CMS from Ref. [47]. A pseudorapidity cut

of |⌘| < 2.4 is also imposed, but, as mentioned earlier, that will not matter for our prediction.

This figure also plots the asymptotic form of our prediction from Eq. (3.19) where we have

set the parameter hp?i = 0.65 GeV, as well as the transverse momentum distribution on flat

N -body phase space. Our prediction is in remarkably good agreement with the data over

the plotted range of transverse momentum. We want to emphasize that once the form of

the smearing function f(x) is determined from pseudorapidity data, our prediction for the

transverse momentum distribution depends on only one parameter, the mean value of the

transverse momentum.

While we are unable to directly predict the multiplicity distribution from this framework,

we can nevertheless demonstrate consistency between parameters in the expansion of the cross

section with measured values of the mean multiplicity. From Eq. (3.13), the expected value of

N with our choice for the form of the function f(x) is

N '
⇡
3/2

Q

8
p

nhp?i
. (3.23)
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[64]. This is essentially what we did here: the beam remnants were gapless, but we exclusively

wanted an e↵ective description of the detected particles. Integrating out gapless modes in-

troduces non-locality in the e↵ective theory, which is manifested as a non-analytic dispersion

relation. In particular, note that the non-analyticity is not present in the flat phase space

distribution of Eq. (3.10). The asymptotic form of the Bessel function implies that
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ignoring overall non-exponential factors. No gapless modes are integrated out on flat phase

space, hence the dispersion relation ! / k? is analytic. The particular form of the dispersion

relation implied by Eq. (3.19) may provide a hint towards the construction of an e↵ective field

theory for minimum bias based on spontaneously broken symmetry breaking patterns, but we

leave that to future work.

We can also verify the consistency of our transverse momentum prediction, within the
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of |⌘| < 2.4 is also imposed, but, as mentioned earlier, that will not matter for our prediction.
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the plotted range of transverse momentum. We want to emphasize that once the form of
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transverse momentum distribution depends on only one parameter, the mean value of the
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Figure 3: Transverse momentum distribution of charged particles in minimum bias events in
p

s = 7 TeV pp collisions at CMS from Ref. [47] compared to our prediction. The data have

an |⌘| < 2.4 cut on the charged particles. Our prediction from the asymptotic expression of

Eq. (3.19) (solid) uses hp?i = 0.65 GeV, and also plotted is the distribution on flat phase space

of Eq. (3.10) (dashed).

Fitting the 7 TeV data from CMS in Fig. 3 fixes hp?i = 0.65 GeV, and from the 8 TeV

CMS+TOTEM data of the pseudorapidity distribution from Fig. 2, we fit n = 1.6⇥105. While

these data are from di↵erent collision energies and so are perhaps not directly comparable and

interpretable from one to the other, we only anticipate logarithmic dependence on center-

of-mass collision energy, so their distinction should be minimal when applied to our (rather

coarse) scaling predictions. Taking these values along with Q = 8 TeV, the expected value of

the detected multiplicity from Eq. (3.23) is then

N ' 21 . (3.24)

While this is a very simple and crude prediction, it is nevertheless in the same order-of-

magnitude as the number of observed charged particles from Fig. 2, for example. In that

figure, the number density of charged particles with transverse momentum greater than 40

MeV is roughly 6.5 per unit pseudorapidity for |⌘| . 5.5. So, there are roughly 72 charged

particles in each event. Our prediction is about a factor of 3 smaller, which is likely accounted

for by the transverse momentum cut. 40 MeV is less than the mass of the pion, and so violates

an assumption of our power counting. Increasing this cut would correspondingly decrease the

number of detected particles, while not a↵ecting our fit value for hp?i.

Further, the expression for multiplicity N from Eq. (3.23) implies a non-trivial dependence

on the center-of-mass collision energy. First, note that the value of n in the form of the function

f(x) is related to the collision energy Q through Eq. (3.8):

⌘max ' log
Q

p?cut
' log n . (3.25)

Here, p?cut is the experimental lower bound on detected particle transverse momentum. Then,

as long as the dependence of the mean transverse momentum hp?i on the collision energy Q
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With f(x) from Eq. (3.6), the mean transverse momentum is

hp?i =
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in the n ! 1 limit. The p? distribution with this form of f(x) is
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Data of the transverse momentum distribution are often displayed as a number density per

phase space volume, and so what we will plot is actually

1

2⇡p?

dN

dp?
/

p(p?)

p?
. (3.15)

Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.

The reason for e↵ective independence on a pseudorapidity cut is as follows. In the large

n limit, the transverse momentum distribution of Eq. (3.14) is itself independent of n. The

Bessel function has an asymptotic form of

K0(z) !

r
⇡

2z
e
�z

, (3.16)

for z � 1. With this approximation, the distribution is
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ignoring overall constant factors. Now, with n � 1, we can saddle-point approximate the

exponential. The value of x for which the exponent factor is minimized is

xmin =
⇡

4n

p
2/3
?

hp?i2/3
. (3.18)

Just setting x in the integrand equal to this minimum value, taking n ! 1 and ignoring

non-exponential factors, we have

p(p?) ⇠ e
� 3⇡

4

p
2/3
?

hp?i2/3 . (3.19)

As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
2/3
? . Fractional dispersion relations

are very strange, but can arise from integrating out a gapless subsystem of a larger system
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The predictions include 
In the  limit, the symmetries of min bias events and central 
limit theorem require the matrix element is exclusively a function of 
the total energy of the observed final state particles
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N ! 1

The distribution of particle transverse momentum is universal, and 
depends on a single parameter, with fractional dispersion relation

By a positivity condition, all azimuthal correlations vanish as  
at fixed collision energy
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In conclusion

Min bias is theoretically interesting: there is a 
curious setup for an EFT (fractional dispersions/ 

partition functions/unusual expansion parameter)

Provide a collection of first principles 
predictions e.g.: particular scalings in N; 

dispersion relations; scalings in s 
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Scaling of multiplicity with collider energy

Figure 3: Transverse momentum distribution of charged particles in minimum bias events in
p

s = 7 TeV pp collisions at CMS from Ref. [47] compared to our prediction. The data have

an |⌘| < 2.4 cut on the charged particles. Our prediction from the asymptotic expression of

Eq. (3.19) (solid) uses hp?i = 0.65 GeV, and also plotted is the distribution on flat phase space

of Eq. (3.10) (dashed).

Fitting the 7 TeV data from CMS in Fig. 3 fixes hp?i = 0.65 GeV, and from the 8 TeV

CMS+TOTEM data of the pseudorapidity distribution from Fig. 2, we fit n = 1.6⇥105. While

these data are from di↵erent collision energies and so are perhaps not directly comparable and

interpretable from one to the other, we only anticipate logarithmic dependence on center-

of-mass collision energy, so their distinction should be minimal when applied to our (rather

coarse) scaling predictions. Taking these values along with Q = 8 TeV, the expected value of

the detected multiplicity from Eq. (3.23) is then

N ' 21 . (3.24)

While this is a very simple and crude prediction, it is nevertheless in the same order-of-

magnitude as the number of observed charged particles from Fig. 2, for example. In that

figure, the number density of charged particles with transverse momentum greater than 40

MeV is roughly 6.5 per unit pseudorapidity for |⌘| . 5.5. So, there are roughly 72 charged

particles in each event. Our prediction is about a factor of 3 smaller, which is likely accounted

for by the transverse momentum cut. 40 MeV is less than the mass of the pion, and so violates

an assumption of our power counting. Increasing this cut would correspondingly decrease the

number of detected particles, while not a↵ecting our fit value for hp?i.

Further, the expression for multiplicity N from Eq. (3.23) implies a non-trivial dependence

on the center-of-mass collision energy. First, note that the value of n in the form of the function

f(x) is related to the collision energy Q through Eq. (3.8):

⌘max ' log
Q

p?cut
' log n . (3.25)

Here, p?cut is the experimental lower bound on detected particle transverse momentum. Then,

as long as the dependence of the mean transverse momentum hp?i on the collision energy Q
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Little n was fixed by pseudorapidity falloff
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With f(x) from Eq. (3.6), the mean transverse momentum is

hp?i =
⇡

4

Q

N
h
p

xi '
⇡
3/2

Q

8
p

nN
, (3.13)

in the n ! 1 limit. The p? distribution with this form of f(x) is

p(p?) =
⇡
3
p?

16hp?i2

1

�E + log n

Z 1

0
dx log

1

x
e
�nx 1

x
K0

 
⇡
3/2

p?
4hp?i

p
xn

!
. (3.14)

Data of the transverse momentum distribution are often displayed as a number density per

phase space volume, and so what we will plot is actually

1

2⇡p?

dN

dp?
/

p(p?)

p?
. (3.15)

Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.

The reason for e↵ective independence on a pseudorapidity cut is as follows. In the large

n limit, the transverse momentum distribution of Eq. (3.14) is itself independent of n. The

Bessel function has an asymptotic form of

K0(z) !

r
⇡

2z
e
�z

, (3.16)

for z � 1. With this approximation, the distribution is

p(p?) ⇠
p

p?

Z 1

0
dx log

1

x

e
�nx� ⇡3/2p?

4hp?i
p

xn

x3/4
, (3.17)

ignoring overall constant factors. Now, with n � 1, we can saddle-point approximate the

exponential. The value of x for which the exponent factor is minimized is

xmin =
⇡

4n

p
2/3
?

hp?i2/3
. (3.18)

Just setting x in the integrand equal to this minimum value, taking n ! 1 and ignoring

non-exponential factors, we have

p(p?) ⇠ e
� 3⇡

4

p
2/3
?

hp?i2/3 . (3.19)

As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
2/3
? . Fractional dispersion relations

are very strange, but can arise from integrating out a gapless subsystem of a larger system
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As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
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Scaling of multiplicity with collider energyis relatively weak, the multiplicity scales with a fractional power of Q:

N ⇠ Q
1/2 = s

1/4
. (3.26)

This particular fractional power scaling is a prediction of the Fermi-Landau model [65–68]. In

the context of our analysis here, we note that it is a consequence of our particular choice of

the function f(x) in the smeared cross section. Additionally, the inclusion of a squared matrix

element with non-trivial dependence on the detected particles will a↵ect this scaling. Data

prefer a slightly smaller power-law scaling of the multiplicity, e.g., Ref. [61] in which a power

law of s
0.11 fits the charged particle multiplicity over decades of collision energies. Nevertheless,

this simple result within the context of our large-N expansion suggests that an appropriate

squared matrix element could fit the data. We leave a more detailed analysis of the collision

energy dependence of the multiplicity to future work.

Data of transverse momentum distributions in minimum bias are often compared to Tsallis

distributions [69–71] that assume there are fluctuations in the N particle final state that are

quantified by a non-extensive form of entropy. This is an intriguing interpretation and the

success of such models may point to fundamental fractal-like structure of particles produced

in minimum bias collisions. While not inconsistent with this interpretation, our expansion of

the minimum bias cross section has a more mundane understanding as a consequence of the

symmetries of these collision events. Further, the Tsallis distribution reduces to a power law at

large transverse momentum, while our smeared prediction is exponential, though dependent on

a fractional power of transverse momentum. A detailed study to distinguish the consequences of

these two (or other) models of minimum bias dynamics may reveal the microscopic description

of these events and lead to an e↵ective field theory in which precision calculations can be

performed.

3.2.1 Limit of Large-N Expansion

With data that extends to higher values of transverse momentum, we can see the limit of

our prediction, with the assumptions we have made thus far. In particular, we have assumed

that the squared matrix element is just 1, which is its expression at lowest order in the 1/N

expansion. However, at higher transverse momentum, higher order terms in the squared matrix

element become more important and may be necessary to describe the distribution. In Fig. 4,

we compare charged particle transverse momentum distribution data from
p

s = 2.76 TeV pp

collisions to our asymptotic prediction of Eq. (3.19) and a Tsallis distribution. This Tsallis

distribution takes the form
1

2⇡p?

d�

dp?
/

⇣
1 +

p?
nT

⌘�n
, (3.27)

for parameters n and T . In the plot, we have set the parameters in our prediction and the

Tsallis distribution to be hp?i = 0.5 GeV, n = 6.6 and T = 0.12 GeV. At low transverse

momentum, both our prediction and the Tsallis distribution follow the data extremely well,

but around 5 GeV, our prediction exponentially drops, while the Tsallis distribution largely

follows the power-law distribution at high transverse momentum. It would be interesting to

study the e↵ect of maintaining momentum conservation in our prediction and non-trivial terms

in the matrix element to see if they can reproduce the high-p? tail, but we leave that to future

work.
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h and pT distributions of charged particles in pp at
p
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Fig. 2: Charged-particle pseudorapidity density measured in the central pseudorapidity region |h |< 0.5 for INEL
and INEL>0 events [4–6, 15, 29–33]. The uncertainties are the quadratic sum of statistical and systematic con-
tributions. The lines are power-law fits of the energy dependence of the data and the grey bands represent the
standard deviation of the fits.

EPOS LHC1 [27, 28] in both the INEL and INEL>0 event classes. PYTHIA 6 calculations are in better
agreement with the data than PYTHIA 8 in both classes, with PYTHIA 8 being higher than the data by
about 12% (7%) in INEL events and about 7% (3%) in INEL>0 events at h ⇠ 0 (h ⇠ 1.5). EPOS LHC
calculations are about 7% (4%) and about 7% (5%) higher than the data in INEL and INEL>0 events,
respectively, at h ⇠ 0 (h ⇠ 1.5). In Fig. 2 we show a compilation of results on pseudorapidity density
of charged particles measured in |h | < 0.5 for the INEL and INEL>0 results at different proton-proton
collider energies [4–6, 15, 29–33]. The energy dependence of hdNch/dhi is parametrised by the power
law as

b fitted to data, where a and b are free parameters. By combining the data at lower energies with
ALICE and CMS results at

p
s = 13 TeV, we obtain b = 0.103±0.002 and b = 0.111±0.004 for INEL

and INEL>0 event classes, respectively. Notice that the fit results assume that uncertainties at different
centre-of-mass energies are independent, which is not strictly the case.

Figure 3 presents the measured pT spectrum and its comparison with calculations with PYTHIA 6
(Perugia-2011), PYTHIA 8 (Monash-2013) and EPOS LHC. For bulk particle production, the mech-
anism of colour reconnection is an important one in the PYTHIA models (see discussion below and in
ref. [34]). EPOS is a model based on the Gribov-Regge theory at parton level [27]. Collective (flow-like)
effects are incorporated in the EPOS3 version [35] and treated via parametrisations in the EPOS LHC
version [28]. These event generators, benefitting from the tuning performed on the LHC data in Run
1, describe the pT spectrum reasonably well, although not in detail. It is interesting to note that both
PYTHIA 8 and EPOS LHC models show a similar pattern in the ratio to data with discrepancies up to
20% and that PYTHIA 6 overestimates particle production at high pT.

Figure 4 shows the ratio of transverse-momentum spectra of charged particles at
p

s = 13 TeV and 7 TeV.
The published data at

p
s = 7 TeV [10] were for INEL events. We have recalculated the normalisation

of the spectrum to correspond to INEL>0 events in a similar manner as done for
p

s = 13 TeV. The

1Calculations performed with CRMC package version 1.5.3.
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observation of a harder spectrum is related to the differ-
ent pseudorapidity windows (see below).

In the right panel of Fig. 3, the normalized invari-
ant yield in NSD events is compared to measurements
of the UA1 collaboration in pp̄ at the same energy [21],
scaled by their measured NSD cross section of 43.5 mb.
As in the previous comparison to ATLAS and CMS, the
higher yield at large pT may be related to the different
pseudorapidity acceptances. The excess of the UA1 data
of about 20% at low pT is possibly due to the UA1 trig-
ger condition, which suppresses events with very low
multiplicity, as pointed out in [19].

The results for 〈pT 〉 in INEL and NSD events are
compared to other experiments [20, 21, 22, 23, 24, 25]
in Fig. 4. Our results are somewhat higher than pre-
vious measurements in pp and pp̄ at the same energy,
but in larger pseudorapidity windows. This is consistent
with the comparison of the spectra in Fig. 3. A similar
trend exhibiting a larger 〈pT 〉 in a smaller pseudorapid-
ity interval around mid-rapidity is apparent in Fig. 4 at
Tevatron energies.
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Figure 4: Energy dependence of the average transverse momentum of
primary charged particles in pp and pp̄ collisions. Data from other
experiments are taken from [20, 21, 22, 23, 24, 25].

Indeed, a decrease of 〈pT 〉 by about 2% is found
between |η| < 0.2 and 0.6 < |η| < 0.8 in a pseudora-
pidity dependent analysis of the present data. A consis-

tent decrease of 〈pT 〉 is also observed in the CMS data,
when pseudorapidity is increased [20, 26]. Likewise, a
decrease of 〈pT 〉 by about 5% between |η| < 0.8 and
|η| < 2.5 is found at

√
s = 900 GeV in PYTHIA.

Charged particle transverse momentum distribu-
tions can be used to tune Monte Carlo event gener-
ators of hadron-hadron interactions, such as PYTHIA
and PHOJET. Recently, PYTHIA was tuned to describe
the energy dependence of existing measurements, e.g.
with respect to the treatment of multiple parton inter-
actions and divergencies of the 2→2 parton scattering
cross-section at small momentum transfers.
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Figure 5: Top: Comparison of the primary charged particle differen-
tial yield in INEL pp collisions at

√
s = 900 GeV (|η| < 0.8) to results

from PHOJET and PYTHIA tunes 109 [12], 306 [28] and 320 [27].
Bottom: Ratio between the Monte Carlo simulation and the data. The
shaded area indicates the statistical and systematic errors of the AL-
ICE data added in quadrature.

In Fig. 5, the results for INEL events are com-
pared to PHOJET and different tunes of PYTHIA, D6T
(tune 109) [12], Perugia0 (tune 320) [27] and ATLAS-
CSC (tune 306) [28]. The best agreement is found
with the Perugia0 tune, which gives a fair description
of the spectral shape, but is approximately 20% below
the data. The D6T tune is similar to Perugia0 below
2 GeV/c but underestimates the data more significantly
at high pT . PHOJET and the PYTHIA ATLAS-CSC
tune fail to reproduce the spectral shape of the data.
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Scaling of multiplicity with collider energyis relatively weak, the multiplicity scales with a fractional power of Q:

N ⇠ Q
1/2 = s

1/4
. (3.26)

This particular fractional power scaling is a prediction of the Fermi-Landau model [65–68]. In

the context of our analysis here, we note that it is a consequence of our particular choice of

the function f(x) in the smeared cross section. Additionally, the inclusion of a squared matrix

element with non-trivial dependence on the detected particles will a↵ect this scaling. Data

prefer a slightly smaller power-law scaling of the multiplicity, e.g., Ref. [61] in which a power

law of s
0.11 fits the charged particle multiplicity over decades of collision energies. Nevertheless,

this simple result within the context of our large-N expansion suggests that an appropriate

squared matrix element could fit the data. We leave a more detailed analysis of the collision

energy dependence of the multiplicity to future work.

Data of transverse momentum distributions in minimum bias are often compared to Tsallis

distributions [69–71] that assume there are fluctuations in the N particle final state that are

quantified by a non-extensive form of entropy. This is an intriguing interpretation and the

success of such models may point to fundamental fractal-like structure of particles produced

in minimum bias collisions. While not inconsistent with this interpretation, our expansion of

the minimum bias cross section has a more mundane understanding as a consequence of the

symmetries of these collision events. Further, the Tsallis distribution reduces to a power law at

large transverse momentum, while our smeared prediction is exponential, though dependent on

a fractional power of transverse momentum. A detailed study to distinguish the consequences of

these two (or other) models of minimum bias dynamics may reveal the microscopic description

of these events and lead to an e↵ective field theory in which precision calculations can be

performed.

3.2.1 Limit of Large-N Expansion

With data that extends to higher values of transverse momentum, we can see the limit of

our prediction, with the assumptions we have made thus far. In particular, we have assumed

that the squared matrix element is just 1, which is its expression at lowest order in the 1/N

expansion. However, at higher transverse momentum, higher order terms in the squared matrix

element become more important and may be necessary to describe the distribution. In Fig. 4,

we compare charged particle transverse momentum distribution data from
p

s = 2.76 TeV pp

collisions to our asymptotic prediction of Eq. (3.19) and a Tsallis distribution. This Tsallis

distribution takes the form
1

2⇡p?

d�

dp?
/

⇣
1 +

p?
nT

⌘�n
, (3.27)

for parameters n and T . In the plot, we have set the parameters in our prediction and the

Tsallis distribution to be hp?i = 0.5 GeV, n = 6.6 and T = 0.12 GeV. At low transverse

momentum, both our prediction and the Tsallis distribution follow the data extremely well,

but around 5 GeV, our prediction exponentially drops, while the Tsallis distribution largely

follows the power-law distribution at high transverse momentum. It would be interesting to

study the e↵ect of maintaining momentum conservation in our prediction and non-trivial terms

in the matrix element to see if they can reproduce the high-p? tail, but we leave that to future

work.
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Fig. 2: Charged-particle pseudorapidity density measured in the central pseudorapidity region |h |< 0.5 for INEL
and INEL>0 events [4–6, 15, 29–33]. The uncertainties are the quadratic sum of statistical and systematic con-
tributions. The lines are power-law fits of the energy dependence of the data and the grey bands represent the
standard deviation of the fits.

EPOS LHC1 [27, 28] in both the INEL and INEL>0 event classes. PYTHIA 6 calculations are in better
agreement with the data than PYTHIA 8 in both classes, with PYTHIA 8 being higher than the data by
about 12% (7%) in INEL events and about 7% (3%) in INEL>0 events at h ⇠ 0 (h ⇠ 1.5). EPOS LHC
calculations are about 7% (4%) and about 7% (5%) higher than the data in INEL and INEL>0 events,
respectively, at h ⇠ 0 (h ⇠ 1.5). In Fig. 2 we show a compilation of results on pseudorapidity density
of charged particles measured in |h | < 0.5 for the INEL and INEL>0 results at different proton-proton
collider energies [4–6, 15, 29–33]. The energy dependence of hdNch/dhi is parametrised by the power
law as

b fitted to data, where a and b are free parameters. By combining the data at lower energies with
ALICE and CMS results at

p
s = 13 TeV, we obtain b = 0.103±0.002 and b = 0.111±0.004 for INEL

and INEL>0 event classes, respectively. Notice that the fit results assume that uncertainties at different
centre-of-mass energies are independent, which is not strictly the case.

Figure 3 presents the measured pT spectrum and its comparison with calculations with PYTHIA 6
(Perugia-2011), PYTHIA 8 (Monash-2013) and EPOS LHC. For bulk particle production, the mech-
anism of colour reconnection is an important one in the PYTHIA models (see discussion below and in
ref. [34]). EPOS is a model based on the Gribov-Regge theory at parton level [27]. Collective (flow-like)
effects are incorporated in the EPOS3 version [35] and treated via parametrisations in the EPOS LHC
version [28]. These event generators, benefitting from the tuning performed on the LHC data in Run
1, describe the pT spectrum reasonably well, although not in detail. It is interesting to note that both
PYTHIA 8 and EPOS LHC models show a similar pattern in the ratio to data with discrepancies up to
20% and that PYTHIA 6 overestimates particle production at high pT.

Figure 4 shows the ratio of transverse-momentum spectra of charged particles at
p

s = 13 TeV and 7 TeV.
The published data at

p
s = 7 TeV [10] were for INEL events. We have recalculated the normalisation

of the spectrum to correspond to INEL>0 events in a similar manner as done for
p

s = 13 TeV. The

1Calculations performed with CRMC package version 1.5.3.
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observation of a harder spectrum is related to the differ-
ent pseudorapidity windows (see below).

In the right panel of Fig. 3, the normalized invari-
ant yield in NSD events is compared to measurements
of the UA1 collaboration in pp̄ at the same energy [21],
scaled by their measured NSD cross section of 43.5 mb.
As in the previous comparison to ATLAS and CMS, the
higher yield at large pT may be related to the different
pseudorapidity acceptances. The excess of the UA1 data
of about 20% at low pT is possibly due to the UA1 trig-
ger condition, which suppresses events with very low
multiplicity, as pointed out in [19].

The results for 〈pT 〉 in INEL and NSD events are
compared to other experiments [20, 21, 22, 23, 24, 25]
in Fig. 4. Our results are somewhat higher than pre-
vious measurements in pp and pp̄ at the same energy,
but in larger pseudorapidity windows. This is consistent
with the comparison of the spectra in Fig. 3. A similar
trend exhibiting a larger 〈pT 〉 in a smaller pseudorapid-
ity interval around mid-rapidity is apparent in Fig. 4 at
Tevatron energies.

 (GeV)s 
210 310

 (G
eV

/c
)

〉 T
 p〈

0.35

0.4

0.45

0.5

0.55

0.6
 ISR INEL

 | < 2.5η UA1 NSD | 
 | < 2.4η CMS NSD | 

 | < 1.0η CDF | 
 | < 3.25η E735 NSD | 

 | < 0.8η ALICE INEL | 
 | < 0.8η ALICE NSD | 

Figure 4: Energy dependence of the average transverse momentum of
primary charged particles in pp and pp̄ collisions. Data from other
experiments are taken from [20, 21, 22, 23, 24, 25].

Indeed, a decrease of 〈pT 〉 by about 2% is found
between |η| < 0.2 and 0.6 < |η| < 0.8 in a pseudora-
pidity dependent analysis of the present data. A consis-

tent decrease of 〈pT 〉 is also observed in the CMS data,
when pseudorapidity is increased [20, 26]. Likewise, a
decrease of 〈pT 〉 by about 5% between |η| < 0.8 and
|η| < 2.5 is found at

√
s = 900 GeV in PYTHIA.

Charged particle transverse momentum distribu-
tions can be used to tune Monte Carlo event gener-
ators of hadron-hadron interactions, such as PYTHIA
and PHOJET. Recently, PYTHIA was tuned to describe
the energy dependence of existing measurements, e.g.
with respect to the treatment of multiple parton inter-
actions and divergencies of the 2→2 parton scattering
cross-section at small momentum transfers.
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Figure 5: Top: Comparison of the primary charged particle differen-
tial yield in INEL pp collisions at

√
s = 900 GeV (|η| < 0.8) to results

from PHOJET and PYTHIA tunes 109 [12], 306 [28] and 320 [27].
Bottom: Ratio between the Monte Carlo simulation and the data. The
shaded area indicates the statistical and systematic errors of the AL-
ICE data added in quadrature.

In Fig. 5, the results for INEL events are com-
pared to PHOJET and different tunes of PYTHIA, D6T
(tune 109) [12], Perugia0 (tune 320) [27] and ATLAS-
CSC (tune 306) [28]. The best agreement is found
with the Perugia0 tune, which gives a fair description
of the spectral shape, but is approximately 20% below
the data. The D6T tune is similar to Perugia0 below
2 GeV/c but underestimates the data more significantly
at high pT . PHOJET and the PYTHIA ATLAS-CSC
tune fail to reproduce the spectral shape of the data.
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Scaling of multiplicity with collider energyis relatively weak, the multiplicity scales with a fractional power of Q:

N ⇠ Q
1/2 = s

1/4
. (3.26)

This particular fractional power scaling is a prediction of the Fermi-Landau model [65–68]. In

the context of our analysis here, we note that it is a consequence of our particular choice of

the function f(x) in the smeared cross section. Additionally, the inclusion of a squared matrix

element with non-trivial dependence on the detected particles will a↵ect this scaling. Data

prefer a slightly smaller power-law scaling of the multiplicity, e.g., Ref. [61] in which a power

law of s
0.11 fits the charged particle multiplicity over decades of collision energies. Nevertheless,

this simple result within the context of our large-N expansion suggests that an appropriate

squared matrix element could fit the data. We leave a more detailed analysis of the collision

energy dependence of the multiplicity to future work.

Data of transverse momentum distributions in minimum bias are often compared to Tsallis

distributions [69–71] that assume there are fluctuations in the N particle final state that are

quantified by a non-extensive form of entropy. This is an intriguing interpretation and the

success of such models may point to fundamental fractal-like structure of particles produced

in minimum bias collisions. While not inconsistent with this interpretation, our expansion of

the minimum bias cross section has a more mundane understanding as a consequence of the

symmetries of these collision events. Further, the Tsallis distribution reduces to a power law at

large transverse momentum, while our smeared prediction is exponential, though dependent on

a fractional power of transverse momentum. A detailed study to distinguish the consequences of

these two (or other) models of minimum bias dynamics may reveal the microscopic description

of these events and lead to an e↵ective field theory in which precision calculations can be

performed.

3.2.1 Limit of Large-N Expansion

With data that extends to higher values of transverse momentum, we can see the limit of

our prediction, with the assumptions we have made thus far. In particular, we have assumed

that the squared matrix element is just 1, which is its expression at lowest order in the 1/N

expansion. However, at higher transverse momentum, higher order terms in the squared matrix

element become more important and may be necessary to describe the distribution. In Fig. 4,

we compare charged particle transverse momentum distribution data from
p

s = 2.76 TeV pp

collisions to our asymptotic prediction of Eq. (3.19) and a Tsallis distribution. This Tsallis

distribution takes the form
1

2⇡p?

d�

dp?
/

⇣
1 +

p?
nT

⌘�n
, (3.27)

for parameters n and T . In the plot, we have set the parameters in our prediction and the

Tsallis distribution to be hp?i = 0.5 GeV, n = 6.6 and T = 0.12 GeV. At low transverse

momentum, both our prediction and the Tsallis distribution follow the data extremely well,

but around 5 GeV, our prediction exponentially drops, while the Tsallis distribution largely

follows the power-law distribution at high transverse momentum. It would be interesting to

study the e↵ect of maintaining momentum conservation in our prediction and non-trivial terms

in the matrix element to see if they can reproduce the high-p? tail, but we leave that to future

work.
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h and pT distributions of charged particles in pp at
p

s = 13 TeV ALICE Collaboration
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Fig. 2: Charged-particle pseudorapidity density measured in the central pseudorapidity region |h |< 0.5 for INEL
and INEL>0 events [4–6, 15, 29–33]. The uncertainties are the quadratic sum of statistical and systematic con-
tributions. The lines are power-law fits of the energy dependence of the data and the grey bands represent the
standard deviation of the fits.

EPOS LHC1 [27, 28] in both the INEL and INEL>0 event classes. PYTHIA 6 calculations are in better
agreement with the data than PYTHIA 8 in both classes, with PYTHIA 8 being higher than the data by
about 12% (7%) in INEL events and about 7% (3%) in INEL>0 events at h ⇠ 0 (h ⇠ 1.5). EPOS LHC
calculations are about 7% (4%) and about 7% (5%) higher than the data in INEL and INEL>0 events,
respectively, at h ⇠ 0 (h ⇠ 1.5). In Fig. 2 we show a compilation of results on pseudorapidity density
of charged particles measured in |h | < 0.5 for the INEL and INEL>0 results at different proton-proton
collider energies [4–6, 15, 29–33]. The energy dependence of hdNch/dhi is parametrised by the power
law as

b fitted to data, where a and b are free parameters. By combining the data at lower energies with
ALICE and CMS results at

p
s = 13 TeV, we obtain b = 0.103±0.002 and b = 0.111±0.004 for INEL

and INEL>0 event classes, respectively. Notice that the fit results assume that uncertainties at different
centre-of-mass energies are independent, which is not strictly the case.

Figure 3 presents the measured pT spectrum and its comparison with calculations with PYTHIA 6
(Perugia-2011), PYTHIA 8 (Monash-2013) and EPOS LHC. For bulk particle production, the mech-
anism of colour reconnection is an important one in the PYTHIA models (see discussion below and in
ref. [34]). EPOS is a model based on the Gribov-Regge theory at parton level [27]. Collective (flow-like)
effects are incorporated in the EPOS3 version [35] and treated via parametrisations in the EPOS LHC
version [28]. These event generators, benefitting from the tuning performed on the LHC data in Run
1, describe the pT spectrum reasonably well, although not in detail. It is interesting to note that both
PYTHIA 8 and EPOS LHC models show a similar pattern in the ratio to data with discrepancies up to
20% and that PYTHIA 6 overestimates particle production at high pT.

Figure 4 shows the ratio of transverse-momentum spectra of charged particles at
p

s = 13 TeV and 7 TeV.
The published data at

p
s = 7 TeV [10] were for INEL events. We have recalculated the normalisation

of the spectrum to correspond to INEL>0 events in a similar manner as done for
p

s = 13 TeV. The

1Calculations performed with CRMC package version 1.5.3.
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This framework connects the 
scaling of average pT with this 
measurement

(Very) rough fit
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The predictions include 
In the  limit, the symmetries of min bias events and central 
limit theorem require the matrix element is exclusively a function of 
the total energy of the observed final state particles
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N ! 1

The distribution of particle transverse momentum is universal, and 
depends on a single parameter, with fractional dispersion relation

(From power counting and symmetries)

By a positivity condition, all azimuthal correlations vanish as  
at fixed collision energy
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Scaling of multiplicity with collider energy



Azimuthal correlations
Correlations between pairs of particles come from terms in the 
matrix element of the form

where x 2 [0, 1] and
1

2
log x  �⌘ 

1

2
log

1

x
. (3.32)

To set an upper bound for the transverse momentum, we first maximize over x and �⌘,

for which x = 1 and �⌘ = 0:

p? ⌧
Q

cosh ⌘
. (3.33)

That is, the energy of an individual particle must be parametrically less than the collision

energy. We had found that for pp collisions with energy of several TeV, the maximum pseudo-

rapidity was about ⌘max ⇠ 6. For Q = 2.76 TeV from Fig. 4, the transverse momentum then

must be smaller than

p? ⌧
Q

cosh ⌘max
⇠ 14 GeV . (3.34)

This estimate of the limit agrees well with Fig. 4, in which our prediction diverges from data well

before 14 GeV. Conversely, for a fixed transverse momentum p?, the maximum pseudorapidity

is logarithmically related to the collision energy Q, which is well known [29, 72].

3.3 Azimuthal Correlations

In this section, we discuss azimuthal correlations between pairs of particles produced in pp

or heavy ion collisions. We will focus on the ellipticity and the long pseudorapidity-distance

correlations or “ridge” phenomena later, but we will first determine the form of the probability

distribution of the pairwise azimuthal angle di↵erence within the context of our minimum-bias

expansion. Non-trivial azimuthal correlations require a non-trivial squared matrix element. In

general, the form of the terms in the squared matrix element relevant for azimuthal correlations

are

|M|
2

� 1 +
1X

n=1

gn(k+
k
�
, N)

NX

i 6=j

(~p?i · ~p?j)n

Q2n
(3.35)

� 1 +
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n=1

gn(k+
k
�
, N)

NX

i 6=j

p
n
?ip

n
?j

Q2n
cos(n(�i � �j)) ,

for some coe�cient functions gn(k+
k
�
, N). On the second line, we have absorbed multiplicative

factors in the expansion of (~p?i ·~p?j)n into a redefinition of gn(k+
k
�
, N). All other terms in the

squared matrix element that are independent of azimuthal di↵erences would just contribute to

the constant “1” term and would therefore just be an overall normalization. With our power

counting assumption that hp?i ⇠

q
hp2?i ⇠ Q/N , we replace p? ⇠ Q/N to establish the scaling

with the number of observed particles N . Our squared matrix element then becomes

|M|
2

� 1 +
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n=1

gn(k+
k
�
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NX

i 6=j

p
n
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n
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cos(n(�i � �j)) (3.36)
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where x 2 [0, 1] and
1

2
log x  �⌘ 

1

2
log

1

x
. (3.32)

To set an upper bound for the transverse momentum, we first maximize over x and �⌘,

for which x = 1 and �⌘ = 0:

p? ⌧
Q

cosh ⌘
. (3.33)

That is, the energy of an individual particle must be parametrically less than the collision

energy. We had found that for pp collisions with energy of several TeV, the maximum pseudo-

rapidity was about ⌘max ⇠ 6. For Q = 2.76 TeV from Fig. 4, the transverse momentum then

must be smaller than

p? ⌧
Q

cosh ⌘max
⇠ 14 GeV . (3.34)

This estimate of the limit agrees well with Fig. 4, in which our prediction diverges from data well

before 14 GeV. Conversely, for a fixed transverse momentum p?, the maximum pseudorapidity

is logarithmically related to the collision energy Q, which is well known [29, 72].

3.3 Azimuthal Correlations

In this section, we discuss azimuthal correlations between pairs of particles produced in pp

or heavy ion collisions. We will focus on the ellipticity and the long pseudorapidity-distance

correlations or “ridge” phenomena later, but we will first determine the form of the probability

distribution of the pairwise azimuthal angle di↵erence within the context of our minimum-bias

expansion. Non-trivial azimuthal correlations require a non-trivial squared matrix element. In

general, the form of the terms in the squared matrix element relevant for azimuthal correlations

are
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for some coe�cient functions gn(k+
k
�
, N). On the second line, we have absorbed multiplicative

factors in the expansion of (~p?i ·~p?j)n into a redefinition of gn(k+
k
�
, N). All other terms in the

squared matrix element that are independent of azimuthal di↵erences would just contribute to

the constant “1” term and would therefore just be an overall normalization. With our power

counting assumption that hp?i ⇠

q
hp2?i ⇠ Q/N , we replace p? ⇠ Q/N to establish the scaling

with the number of observed particles N . Our squared matrix element then becomes
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Which, by ergodic assumption and power counting



Azimuthal correlations
Now, azimuthal part of flat phase space as N->Infinity

Mean of sum of azimuthal correlations vanishes in this limit

The maximal scaling with N of the coe�cient functions gn(k+
k
�
, N) can be established

by demanding that the squared matrix element is non-negative. To do this, we note that, in

the N ! 1 limit, transverse momentum conservation is trivially satisfied and so azimuthal

angles are uncorrelated and uniformly distributed on flat phase space:

Z
d⇧N !

Z 2⇡

0

NY

i=1

d�i

2⇡
. (3.37)

Thus, on flat phase space, the mean of the sum over the cosine factors of the di↵erence of

azimuthal angles is 0:
Z 2⇡

0

NY

i=1

d�i

2⇡

NX

j 6=k

cos(n(�j � �k)) = 0 . (3.38)

On the other hand, the central limit theorem states that the variance �
2 of the sum of cosine

factors is
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2

2
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as there are N
2 terms in the sum, in the N ! 1 limit. To ensure that the squared matrix

element is non-negative, the sum over cosine factors at each value of n must not be significantly

negative to overwhelm the constant “1” term. Therefore, we must enforce that the bulk of the

possible values of the sum over cosines is less than 1:

1 & gn(k+
k
�
, N)

N2n

NX

i 6=j

cos(n(�i � �j)) ⇠
gn(k+

k
�
, N)

N2n
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gn(k+
k
�
, N)

N2n�1
. (3.40)

That is, the coe�cient functions gn(k+
k
�
, N) are required to scale with N no greater than

gn(k+
k
�
, N) . N

2n�1
. (3.41)

This property will have important consequences for the large-N predictions of azimuthal cor-

relations.4

Continuing, we can integrate over the smeared phase space to establish the probability

distribution for the pairwise azimuthal angle di↵erence, ��. We have
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4Few general results are known about conditions for positivity of Fourier transforms. One su�cient condition

for positivity of the continuous Fourier transform of a function u(x) for x > 0 is that it is decreasing and concave-

up for all x > 0 [73, 74]. Our simple result based on scaling of terms in the Fourier series is consistent with this

result.
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The maximal scaling with N of the coe�cient functions gn(k+
k
�
, N) can be established

by demanding that the squared matrix element is non-negative. To do this, we note that, in

the N ! 1 limit, transverse momentum conservation is trivially satisfied and so azimuthal

angles are uncorrelated and uniformly distributed on flat phase space:
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Thus, on flat phase space, the mean of the sum over the cosine factors of the di↵erence of
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as there are N
2 terms in the sum, in the N ! 1 limit. To ensure that the squared matrix

element is non-negative, the sum over cosine factors at each value of n must not be significantly

negative to overwhelm the constant “1” term. Therefore, we must enforce that the bulk of the

possible values of the sum over cosines is less than 1:
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This property will have important consequences for the large-N predictions of azimuthal cor-

relations.4
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distribution for the pairwise azimuthal angle di↵erence, ��. We have
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for positivity of the continuous Fourier transform of a function u(x) for x > 0 is that it is decreasing and concave-

up for all x > 0 [73, 74]. Our simple result based on scaling of terms in the Fourier series is consistent with this

result.
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The variance, on the other hand

The maximal scaling with N of the coe�cient functions gn(k+
k
�
, N) can be established

by demanding that the squared matrix element is non-negative. To do this, we note that, in

the N ! 1 limit, transverse momentum conservation is trivially satisfied and so azimuthal

angles are uncorrelated and uniformly distributed on flat phase space:

Z
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Thus, on flat phase space, the mean of the sum over the cosine factors of the di↵erence of

azimuthal angles is 0:
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as there are N
2 terms in the sum, in the N ! 1 limit. To ensure that the squared matrix

element is non-negative, the sum over cosine factors at each value of n must not be significantly

negative to overwhelm the constant “1” term. Therefore, we must enforce that the bulk of the

possible values of the sum over cosines is less than 1:
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That is, the coe�cient functions gn(k+
k
�
, N) are required to scale with N no greater than

gn(k+
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. (3.41)

This property will have important consequences for the large-N predictions of azimuthal cor-

relations.4

Continuing, we can integrate over the smeared phase space to establish the probability

distribution for the pairwise azimuthal angle di↵erence, ��. We have
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for positivity of the continuous Fourier transform of a function u(x) for x > 0 is that it is decreasing and concave-

up for all x > 0 [73, 74]. Our simple result based on scaling of terms in the Fourier series is consistent with this

result.
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Squared Matrix Element must be positive!
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Azimuthal correlations

Positivity at all points in phase space requires

where x 2 [0, 1] and
1

2
log x  �⌘ 

1

2
log

1

x
. (3.32)

To set an upper bound for the transverse momentum, we first maximize over x and �⌘,

for which x = 1 and �⌘ = 0:

p? ⌧
Q

cosh ⌘
. (3.33)

That is, the energy of an individual particle must be parametrically less than the collision

energy. We had found that for pp collisions with energy of several TeV, the maximum pseudo-

rapidity was about ⌘max ⇠ 6. For Q = 2.76 TeV from Fig. 4, the transverse momentum then

must be smaller than

p? ⌧
Q

cosh ⌘max
⇠ 14 GeV . (3.34)

This estimate of the limit agrees well with Fig. 4, in which our prediction diverges from data well

before 14 GeV. Conversely, for a fixed transverse momentum p?, the maximum pseudorapidity

is logarithmically related to the collision energy Q, which is well known [29, 72].

3.3 Azimuthal Correlations

In this section, we discuss azimuthal correlations between pairs of particles produced in pp

or heavy ion collisions. We will focus on the ellipticity and the long pseudorapidity-distance

correlations or “ridge” phenomena later, but we will first determine the form of the probability

distribution of the pairwise azimuthal angle di↵erence within the context of our minimum-bias

expansion. Non-trivial azimuthal correlations require a non-trivial squared matrix element. In

general, the form of the terms in the squared matrix element relevant for azimuthal correlations

are

|M|
2

� 1 +
1X
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i 6=j
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n
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Q2n
cos(n(�i � �j)) ,

for some coe�cient functions gn(k+
k
�
, N). On the second line, we have absorbed multiplicative

factors in the expansion of (~p?i ·~p?j)n into a redefinition of gn(k+
k
�
, N). All other terms in the

squared matrix element that are independent of azimuthal di↵erences would just contribute to

the constant “1” term and would therefore just be an overall normalization. With our power

counting assumption that hp?i ⇠

q
hp2?i ⇠ Q/N , we replace p? ⇠ Q/N to establish the scaling

with the number of observed particles N . Our squared matrix element then becomes

|M|
2

� 1 +
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�
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where x 2 [0, 1] and
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To set an upper bound for the transverse momentum, we first maximize over x and �⌘,

for which x = 1 and �⌘ = 0:

p? ⌧
Q

cosh ⌘
. (3.33)

That is, the energy of an individual particle must be parametrically less than the collision

energy. We had found that for pp collisions with energy of several TeV, the maximum pseudo-

rapidity was about ⌘max ⇠ 6. For Q = 2.76 TeV from Fig. 4, the transverse momentum then

must be smaller than

p? ⌧
Q

cosh ⌘max
⇠ 14 GeV . (3.34)

This estimate of the limit agrees well with Fig. 4, in which our prediction diverges from data well

before 14 GeV. Conversely, for a fixed transverse momentum p?, the maximum pseudorapidity

is logarithmically related to the collision energy Q, which is well known [29, 72].

3.3 Azimuthal Correlations

In this section, we discuss azimuthal correlations between pairs of particles produced in pp

or heavy ion collisions. We will focus on the ellipticity and the long pseudorapidity-distance

correlations or “ridge” phenomena later, but we will first determine the form of the probability

distribution of the pairwise azimuthal angle di↵erence within the context of our minimum-bias

expansion. Non-trivial azimuthal correlations require a non-trivial squared matrix element. In

general, the form of the terms in the squared matrix element relevant for azimuthal correlations

are
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for some coe�cient functions gn(k+
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, N). On the second line, we have absorbed multiplicative

factors in the expansion of (~p?i ·~p?j)n into a redefinition of gn(k+
k
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, N). All other terms in the

squared matrix element that are independent of azimuthal di↵erences would just contribute to

the constant “1” term and would therefore just be an overall normalization. With our power

counting assumption that hp?i ⇠
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hp2?i ⇠ Q/N , we replace p? ⇠ Q/N to establish the scaling

with the number of observed particles N . Our squared matrix element then becomes
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Going back to the matrix element

The maximal scaling with N of the coe�cient functions gn(k+
k
�
, N) can be established

by demanding that the squared matrix element is non-negative. To do this, we note that, in

the N ! 1 limit, transverse momentum conservation is trivially satisfied and so azimuthal

angles are uncorrelated and uniformly distributed on flat phase space:

Z
d⇧N !

Z 2⇡

0

NY

i=1

d�i

2⇡
. (3.37)

Thus, on flat phase space, the mean of the sum over the cosine factors of the di↵erence of

azimuthal angles is 0:
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j 6=k
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On the other hand, the central limit theorem states that the variance �
2 of the sum of cosine
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as there are N
2 terms in the sum, in the N ! 1 limit. To ensure that the squared matrix

element is non-negative, the sum over cosine factors at each value of n must not be significantly

negative to overwhelm the constant “1” term. Therefore, we must enforce that the bulk of the

possible values of the sum over cosines is less than 1:
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That is, the coe�cient functions gn(k+
k
�
, N) are required to scale with N no greater than

gn(k+
k
�
, N) . N

2n�1
. (3.41)

This property will have important consequences for the large-N predictions of azimuthal cor-

relations.4

Continuing, we can integrate over the smeared phase space to establish the probability

distribution for the pairwise azimuthal angle di↵erence, ��. We have
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4Few general results are known about conditions for positivity of Fourier transforms. One su�cient condition

for positivity of the continuous Fourier transform of a function u(x) for x > 0 is that it is decreasing and concave-

up for all x > 0 [73, 74]. Our simple result based on scaling of terms in the Fourier series is consistent with this

result.
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Central Limit Theorem in large-N limit
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Azimuthal correlations

Positivity at all points in phase space requires

where x 2 [0, 1] and
1

2
log x  �⌘ 

1

2
log

1

x
. (3.32)

To set an upper bound for the transverse momentum, we first maximize over x and �⌘,

for which x = 1 and �⌘ = 0:

p? ⌧
Q

cosh ⌘
. (3.33)

That is, the energy of an individual particle must be parametrically less than the collision

energy. We had found that for pp collisions with energy of several TeV, the maximum pseudo-

rapidity was about ⌘max ⇠ 6. For Q = 2.76 TeV from Fig. 4, the transverse momentum then

must be smaller than

p? ⌧
Q

cosh ⌘max
⇠ 14 GeV . (3.34)

This estimate of the limit agrees well with Fig. 4, in which our prediction diverges from data well

before 14 GeV. Conversely, for a fixed transverse momentum p?, the maximum pseudorapidity

is logarithmically related to the collision energy Q, which is well known [29, 72].

3.3 Azimuthal Correlations

In this section, we discuss azimuthal correlations between pairs of particles produced in pp

or heavy ion collisions. We will focus on the ellipticity and the long pseudorapidity-distance

correlations or “ridge” phenomena later, but we will first determine the form of the probability

distribution of the pairwise azimuthal angle di↵erence within the context of our minimum-bias

expansion. Non-trivial azimuthal correlations require a non-trivial squared matrix element. In

general, the form of the terms in the squared matrix element relevant for azimuthal correlations

are
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for some coe�cient functions gn(k+
k
�
, N). On the second line, we have absorbed multiplicative

factors in the expansion of (~p?i ·~p?j)n into a redefinition of gn(k+
k
�
, N). All other terms in the

squared matrix element that are independent of azimuthal di↵erences would just contribute to

the constant “1” term and would therefore just be an overall normalization. With our power

counting assumption that hp?i ⇠

q
hp2?i ⇠ Q/N , we replace p? ⇠ Q/N to establish the scaling

with the number of observed particles N . Our squared matrix element then becomes
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where x 2 [0, 1] and
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To set an upper bound for the transverse momentum, we first maximize over x and �⌘,

for which x = 1 and �⌘ = 0:
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Q
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. (3.33)

That is, the energy of an individual particle must be parametrically less than the collision

energy. We had found that for pp collisions with energy of several TeV, the maximum pseudo-

rapidity was about ⌘max ⇠ 6. For Q = 2.76 TeV from Fig. 4, the transverse momentum then

must be smaller than

p? ⌧
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cosh ⌘max
⇠ 14 GeV . (3.34)

This estimate of the limit agrees well with Fig. 4, in which our prediction diverges from data well

before 14 GeV. Conversely, for a fixed transverse momentum p?, the maximum pseudorapidity

is logarithmically related to the collision energy Q, which is well known [29, 72].

3.3 Azimuthal Correlations

In this section, we discuss azimuthal correlations between pairs of particles produced in pp

or heavy ion collisions. We will focus on the ellipticity and the long pseudorapidity-distance

correlations or “ridge” phenomena later, but we will first determine the form of the probability

distribution of the pairwise azimuthal angle di↵erence within the context of our minimum-bias

expansion. Non-trivial azimuthal correlations require a non-trivial squared matrix element. In

general, the form of the terms in the squared matrix element relevant for azimuthal correlations
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for some coe�cient functions gn(k+
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, N). On the second line, we have absorbed multiplicative

factors in the expansion of (~p?i ·~p?j)n into a redefinition of gn(k+
k
�
, N). All other terms in the

squared matrix element that are independent of azimuthal di↵erences would just contribute to

the constant “1” term and would therefore just be an overall normalization. With our power

counting assumption that hp?i ⇠

q
hp2?i ⇠ Q/N , we replace p? ⇠ Q/N to establish the scaling
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Going back to the matrix element

The maximal scaling with N of the coe�cient functions gn(k+
k
�
, N) can be established

by demanding that the squared matrix element is non-negative. To do this, we note that, in

the N ! 1 limit, transverse momentum conservation is trivially satisfied and so azimuthal

angles are uncorrelated and uniformly distributed on flat phase space:
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Thus, on flat phase space, the mean of the sum over the cosine factors of the di↵erence of

azimuthal angles is 0:
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On the other hand, the central limit theorem states that the variance �
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as there are N
2 terms in the sum, in the N ! 1 limit. To ensure that the squared matrix

element is non-negative, the sum over cosine factors at each value of n must not be significantly

negative to overwhelm the constant “1” term. Therefore, we must enforce that the bulk of the

possible values of the sum over cosines is less than 1:
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This property will have important consequences for the large-N predictions of azimuthal cor-
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And so scaling with N of the coefficients to retain matrix element 
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as there are N
2 terms in the sum, in the N ! 1 limit. To ensure that the squared matrix

element is non-negative, the sum over cosine factors at each value of n must not be significantly

negative to overwhelm the constant “1” term. Therefore, we must enforce that the bulk of the

possible values of the sum over cosines is less than 1:
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for positivity of the continuous Fourier transform of a function u(x) for x > 0 is that it is decreasing and concave-

up for all x > 0 [73, 74]. Our simple result based on scaling of terms in the Fourier series is consistent with this

result.
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Note that the maximal N scaling of the coe�cients dn(N) is inherited from the form of

gn(k+
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, N) established above by positivity; that is,
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. (3.44)

This scaling means that the Fourier coe�cients at each n necessarily vanish in the N ! 1

limit:

lim
N!1

dn(N)

N2n
= 0 . (3.45)

The distribution on the final line of Eq. (3.42) is normalized on �� 2 [0, 2⇡).5

The particular scaling of the coe�cient d1(N) with N can also be established by momentum

conservation. Transverse momentum conservation states that
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from Eq. (3.42). If this is to scale like �1/N , the coe�cient d1(N) must scale like
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, (3.50)

exactly as predicted from positivity.6 Then, the distribution of the azimuthal angle di↵erence

can be expressed as
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5Recall that we are working at fixed center-of-mass energy Q. It is known that azimuthal correlations have a

finite, non-zero value at fixed centrality as both Q and N increase (see, e.g., [75]). This is not inconsistent with

this analysis because the Fourier coe�cients defined in Eq. (3.43) have implicit dependence on the center-of-mass

energy Q and other mass scales in the system, like the pion mass m⇡.
6Yet another way to prove this scaling with N follows from demanding that the squared matrix element is

finite in the N ! 1 limit.
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as there are N
2 terms in the sum, in the N ! 1 limit. To ensure that the squared matrix

element is non-negative, the sum over cosine factors at each value of n must not be significantly

negative to overwhelm the constant “1” term. Therefore, we must enforce that the bulk of the

possible values of the sum over cosines is less than 1:
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This property will have important consequences for the large-N predictions of azimuthal cor-

relations.4

Continuing, we can integrate over the smeared phase space to establish the probability
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for positivity of the continuous Fourier transform of a function u(x) for x > 0 is that it is decreasing and concave-

up for all x > 0 [73, 74]. Our simple result based on scaling of terms in the Fourier series is consistent with this

result.
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gn(k+
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This scaling means that the Fourier coe�cients at each n necessarily vanish in the N ! 1
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from Eq. (3.42). If this is to scale like �1/N , the coe�cient d1(N) must scale like
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5Recall that we are working at fixed center-of-mass energy Q. It is known that azimuthal correlations have a

finite, non-zero value at fixed centrality as both Q and N increase (see, e.g., [75]). This is not inconsistent with

this analysis because the Fourier coe�cients defined in Eq. (3.43) have implicit dependence on the center-of-mass

energy Q and other mass scales in the system, like the pion mass m⇡.
6Yet another way to prove this scaling with N follows from demanding that the squared matrix element is

finite in the N ! 1 limit.
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from Eq. (3.42). If this is to scale like �1/N , the coe�cient d1(N) must scale like
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5Recall that we are working at fixed center-of-mass energy Q. It is known that azimuthal correlations have a

finite, non-zero value at fixed centrality as both Q and N increase (see, e.g., [75]). This is not inconsistent with

this analysis because the Fourier coe�cients defined in Eq. (3.43) have implicit dependence on the center-of-mass

energy Q and other mass scales in the system, like the pion mass m⇡.
6Yet another way to prove this scaling with N follows from demanding that the squared matrix element is

finite in the N ! 1 limit.
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5Recall that we are working at fixed center-of-mass energy Q. It is known that azimuthal correlations have a

finite, non-zero value at fixed centrality as both Q and N increase (see, e.g., [75]). This is not inconsistent with

this analysis because the Fourier coe�cients defined in Eq. (3.43) have implicit dependence on the center-of-mass

energy Q and other mass scales in the system, like the pion mass m⇡.
6Yet another way to prove this scaling with N follows from demanding that the squared matrix element is

finite in the N ! 1 limit.
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i.e. Azimuthal correlations vanish at large N



Ellipticity

The vanishing at large N predicted by the above analysis is borne out 
in data. May be interpreted in models with collision parameter 
(centrality) -> 0

Figure 5: Data of the azimuthal correlation c2(2) as a function of charged particle multiplicity

Nch from the ALICE experiment [93]. Lead ions are collided with a nucleon-nucleon center of

mass of
p

sNN = 2.76 TeV. Only charged particles with pseudorapidity |⌘| < 1 and transverse

momentum 0.2 < p? < 3.0 GeV contribute. The open circle data include all charged particles,

and the open triangle, diamond, and square data only include those pairs of charged particles

with a pseudorapidity di↵erence of at least 0.4, 1.0, and 1.4, respectively.

N and Q, the average azimuthal correlation c2(2) in terms of our expansion of minimum bias

established in Eq. (3.51) is

c2(2) =
1

N
+

Z 2⇡

0
d�� p(��) cos(2��) =

1

N
+

d2(N)

N4
. (3.54)

This form immediately identifies two distinct contributions. First, the explicit 1/N term

is completely independent of any of the dynamics of the collision (i.e., the squared matrix

element and smearing). Such a contribution is sometimes called “non-flow” in the literature.

The second term, by contrast, is only non-zero if there are non-trivial azimuthal correlations;

otherwise, the integral over phase space of the sinusoidal function vanishes. Such a contribution

is sometimes called “flow”. Whatever its short-distance interpretation, we can make concrete

predictions of the flow contribution within our expansion.

First, the azimuthal correlation c2(2) vanishes in the N ! 1 limit. This follows directly

from the results established in Eq. (3.45). Additionally, this large-N limit is also the limit

of small centrality (the quantile of highest multiplicity in an ensemble of collision events).

Thus, azimuthal correlations should also vanish in the limit of small centrality. In the nucleus-

overlap model of heavy ion collisions, it is also predicted that azimuthal correlations vanish in

the low centrality limit because a head-on, perfectly overlapping nucleus collision is completely

rotationally symmetric and has no preferred particle production axis. However, we stress that

this prediction in our formulation makes no reference to the unobservable nucleus overlap and

relies instead exclusively on our power counting of the relevant observable quantities.

This prediction is observed in data from heavy ion collisions. In Fig. 5, we plot data of

the azimuthal correlation c2(2) from PbPb collisions at the ALICE experiment, as a function
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Figure 5: Data of the azimuthal correlation c2(2) as a function of charged particle multiplicity

Nch from the ALICE experiment [93]. Lead ions are collided with a nucleon-nucleon center of

mass of
p

sNN = 2.76 TeV. Only charged particles with pseudorapidity |⌘| < 1 and transverse

momentum 0.2 < p? < 3.0 GeV contribute. The open circle data include all charged particles,

and the open triangle, diamond, and square data only include those pairs of charged particles

with a pseudorapidity di↵erence of at least 0.4, 1.0, and 1.4, respectively.

N and Q, the average azimuthal correlation c2(2) in terms of our expansion of minimum bias

established in Eq. (3.51) is
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This form immediately identifies two distinct contributions. First, the explicit 1/N term

is completely independent of any of the dynamics of the collision (i.e., the squared matrix

element and smearing). Such a contribution is sometimes called “non-flow” in the literature.

The second term, by contrast, is only non-zero if there are non-trivial azimuthal correlations;

otherwise, the integral over phase space of the sinusoidal function vanishes. Such a contribution

is sometimes called “flow”. Whatever its short-distance interpretation, we can make concrete

predictions of the flow contribution within our expansion.

First, the azimuthal correlation c2(2) vanishes in the N ! 1 limit. This follows directly

from the results established in Eq. (3.45). Additionally, this large-N limit is also the limit

of small centrality (the quantile of highest multiplicity in an ensemble of collision events).

Thus, azimuthal correlations should also vanish in the limit of small centrality. In the nucleus-

overlap model of heavy ion collisions, it is also predicted that azimuthal correlations vanish in

the low centrality limit because a head-on, perfectly overlapping nucleus collision is completely

rotationally symmetric and has no preferred particle production axis. However, we stress that

this prediction in our formulation makes no reference to the unobservable nucleus overlap and

relies instead exclusively on our power counting of the relevant observable quantities.

This prediction is observed in data from heavy ion collisions. In Fig. 5, we plot data of
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This form immediately identifies two distinct contributions. First, the explicit 1/N term
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The second term, by contrast, is only non-zero if there are non-trivial azimuthal correlations;

otherwise, the integral over phase space of the sinusoidal function vanishes. Such a contribution
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For the standard model, TM, Pal 2010.08560
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Figure 1. Different approaches to high temperature in the �� � plane.

Theorem 3.1. Let us denote the free spectrum by � and the anomalous dimension by ��.

We will make the following assumptions:

(1) There exists �
0 2 R such that the anomalous dimension �� lies in some interval

(��
0
, �

0) for all the operators. Here �
0
is some order one fixed number.

(2) The spectral form factor |Z(� + it)|2, in the � ! 0 limit, has a peak at t = 0 and

decays faster than a polynomial for t 2 (�⇤,⇤) for some order one number ⇤, which

depends on �
0
. In particular, we want 2(�0 + 1/2) > 2⇡

⇤ and

Z ⇤

�⇤
dt Z(� + it)b�(t) ⇠ Z(�)b�(0) ,

for b�(t), a polynomial function of t.

Under the above assumptions, Eq. (23) holds.

Let us understand the consequences of this theorem in more detail. Suppose at a UV fixed
point we have one relevant coupling �, and consider the � ! 0 limit in (�,�) plane, see
Fig. 1. When � = 0, we are at the UV free fixed point, and the limit is approached along
the X axis in the figure, giving the free theory high-temperature behavior. If instead � is
fixed and again we approach � ! 0, then the high temperature behaviour changes. The
above theorem implies that the anomalous dimension can not be bounded along this line.
To achieve a bounded anomalous dimension, we need to consider a simultaneous limit where
both � ! 0 and � ! 0. Note this is not the same as � = 0 and � ! 0. For finite but small �,
� is non-zero and thus we are actually probing weakly interacting QFT. These are the curved
flows depicted in Fig. 1.

To set the stage for the proof of the theorem 3.1, we will prove the following lemma:

Also for weakly coupled theories, Cao, TM, Pal 2111.07472

Asymptotic analytic 
understanding of density 
of states of the theory
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Those are 2 to 2. This is 2 to N>>1

Understanding of strongly coupled theories from a bootstrap approach, recently 
been applied to QFT, i.e. to the S-matrix 

Bootstrap approach?

Recent: M. F. Paulos, J. Penedones, J. Toledo, B. C. van Rees, and P. Vieira, ’16, ’17. More recently e.g. L. Cordova and P. Vieira, ’18; D. Mazac and M. Paulos ’18,’19; Cordova, He, 
Kruczenski, Vieira, ’19; Karateev, Kuhn, Penedones ’19; Correia, Sever, Zhiboedov, ’20; Homrich, Penedones, Toledo, van Rees, Vieira, ’20 … 

pp or AA to N hadrons has some S-matrix element, that has to obey certain 
symmetries



Addendum: manipulating flat phase space 
in the Large N limit
Pseudorapidity

3 Interpretation of Data

In this section, we exploit this expansion of the cross section for minimum bias events to

understand and re-interpret collider data from this perspective. Because the expansion as we

have developed it thus far can describe any identical hadron or nucleus scattering, we apply

it to understand data from both pp and heavy ion collisions. Particularly in the case of heavy

ion collisions, experimental data are very often interpreted or expressed in terms of strictly

unobservable quantities as established in some model of the collision, like the centrality or

the number of participating nucleons. By contrast, our expansion is expressed exclusively in

terms of directly observable quantities, like the total number of detected particles or the total

observed final state energy.

3.1 Pseudorapidity Distributions

The first observable that we consider is the pseudorapidity distribution of observed final state

particles. This can be calculated directly from the form of the minimum bias cross section

we established in Eq. (2.8). From the permutation symmetry of the particles, every particle

has the same pseudorapidity distribution p(⌘), so we can just fix the particle of interest to be

particle 1. Then, we have

p(⌘) ⇠

Z Q

0
dk

+
Z Q

0
dk

�
Z NY

i=1


p?i dp?i d⌘i

d�i

2⇡

�
f
�
k
+
k
��

|M(1, 2, . . . , N)|2 (3.1)
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NX

i=1

~p?i

!
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To proceed, we will make a number of simplifying assumptions. First, we will work in the

N ! 1 limit in which the squared matrix element |M(1, 2, . . . , N)|2 reduces to a constant on

phase space, as discussed earlier. Because this constant is just an overall scaling, we can take

it to be 1, for simplicity. With this assumption, we can then determine the pseudorapidity

distribution on flat phase space pflat(⌘), in the large-N limit. We have

pflat(⌘) ⇠ lim
N!1

Z NY

i=1


p?i dp?i d⌘i

d�i

2⇡

�
�(⌘ � ⌘1) (3.2)
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/ lim
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Z
dp?1 p?1 d⌘1 �(⌘ � ⌘1)

⇥
(k+

� p?1e
�⌘1)(k�

� p?1e
⌘1) � p

2
?1

⇤N

/ lim
N!1

Z
dp? p?

✓
1 �

k
+
e
⌘ + k

�
e
�⌘

k+k� p?

◆N

=

Z 1

0
dp? p? e

� k+e⌘+k�e�⌘

k+k� Np?

=
(k+

k
�)2

N2

�
k
+
e
⌘ + k

�
e
�⌘
��2

.

To get this expression, we used the large-N limit of the volume of phase space from Eq. (2.9)

and ignore overall factors. The normalized probability distribution of particle pseudorapidity
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for some function f(k+
k
�) and our power counting assumes that the momentum lost down

the beam regions (or, the z-axis boost of the detected particles), is of a comparable size to the

center-of-mass energy, Q
2.

Then, with the power counting and symmetries enforced on the form of the matrix element,

in the cross section we can integrate over the momentum lost down the beams. The cross section

can then be expressed as

� ⇠

Z Q

0
dk

+
Z Q

0
dk
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Z NY
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In doing the integrals over the unobservable beam remnant particles, we have ignored overall

factors of the center-of-mass energy Q, and additional dependence on the product k
+
k
� has

been absorbed in the definition of f(k+
k
�). Because f(k+

k
�) is a physical squared matrix

element, we make the reasonable assumption that it is finite and analytic on its domain. It

can therefore be expanded in an appropriate basis of orthonormal polynomials, and this sum

can be truncated for approximation to fit data.

In analysis that we will present later, it will be useful to know the volume of this N -body

phase space smeared by a boost along the beam axis. For a center-of-mass energy Q, the

volume of N -body phase space is
Z

d⇧N = (2⇡)4�3N
Q

2N�4 2⇡
N�1

(N � 1)!(N � 2)!
. (2.9)

Setting the function f(k+
k
�) and the squared matrix element |M(1, 2, . . . , N)|2 to unity, the

volume of this smeared phase space is therefore
Z Q

0
dk

+
Z Q

0
dk

�
Z NY

i=1


p?i dp?i d⌘i

d�i

2⇡

�
(2.10)
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�
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NX
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~p?i

!

= (2⇡)4�3N 2⇡
N�1

(N � 1)!(N � 2)!

Z Q

0
dk

+
Z Q

0
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� (k+
k
�)N�2

= (2⇡)4�3N
Q

2N�2 2⇡
N�1

(N � 1)2(N � 1)!(N � 2)!
.

We also note that the topology of the smeared phase space is that of a (3N � 2)-ball, found

by integrating over two of the dimensions of the N -body phase space manifold [30].
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of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.

3.2 Transverse Momentum Distributions

We now turn to understanding transverse momentum distributions in pp collisions. The set-

up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is

pflat(p?) / p?

Z 1

�1
d⌘ e

� k+e⌘+k�e�⌘

k+k� Np? = p? K0

✓
2Np?

p
k+k�

◆
, (3.9)

where K0(z) is a modified Bessel function. The unit normalized distribution is

pflat(p?) =
4N

2
p?

k+k� K0

✓
2Np?

p
k+k�

◆
. (3.10)

With this result, the distribution smeared with the function f(k+
k
�) is, in general,

p(p?) =
1

Q2
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.

Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an

ensemble of collision events. This mean is

hp?i =

Z 1

0
dp? p? p(p?) =

4N
2

Q2
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0
dx log

1

x
f(x)

1

x
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Substituting this expression for N , the transverse momentum distribution is then
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2
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