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Introduction

‣ LHC performance and physics prospects

- luminosity figures and run scenarios

- physics perspectives

‣ The multi-phase detector upgrade plans

- Phase 0, I, II

‣ Simulation Strategies & Lessons from Run I

- lessons for future detector design

- lessons on detector understanding

- algorithmic challenges and future technologies

‣ Considerations & Outlook 

ICPP 2011

http://wiki.chemprime.chemeddl.org/index.php/Lattices_and_Unit_Cells_with_Cultural_Connections
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(Possible) LHC time-line
 Start of LHC - 2009: √s = 900 GeV

 Run 1:  √s = 7 TeV (2012: 8-9 TeV ?) , L = 2 x 1033 cm-2s-1

 Bunch spacing: 75/50/25 (tests 2011, 2012 ?) ns 

 LHC shutdown to prepare for  design energy and nominal luminosity

 Run 2:  √s = 14 TeV, L = 1 x 1034 cm-2s-1

 Bunch spacing: 25 ns ? ( what to do with electron clouds ? )

 Injector and LHC Phase-I upgrade to go to ultimate luminosity

 Run 3: √s = 14 TeV, L = 2 x 1034 cm-2s-1

 Bunch spacing: 25 ns

 High-luminosity LHC (HL-LHC), crab cavities

 Run 4: √s = 14 TeV, L = 5 x 1034 cm-2s-1

 Bunch spacing: 25 ns

∫ L dt

~10 fm-1

~50 fm-1

~300 fm-1

~3000 fm-1
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Possible ATLAS Upgrade time-line
 Present ATLAS detector

 Phase 0

 Phase I

 Phase II

New innermost pixel layer (IBL)
removal of Minimum Bias Scintillators, detector consolidation of Muon 
System, new neutron shielding

Many outstanding physics and performance results,
improve detector understanding and modeling in simulation

Under consideration: new pixel detector based on IBL experience,
warm miniature forward calorimeter, update of the small muon wheel,
trigger adjustments (topological trigger)

All new innermost tracking detector, forward calorimeter upgrade,
additional trigger and precision chambers in the muon system, extra neutron 
shielding
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Few words about the present (1)

‣ We have a great detector at present

Status: May 13 - 2011

‣ It is performing in an outstanding way

- operational channels very high for all sub-detectors

- highly efficient data taking and trigger performance

- in general, excellent description of data through simulation 

details: see talk of N. Benekos
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Few words about the present (2)

‣ Highly efficient data taking with
present ATLAS detector

- more than 1 fb-1 delivered

‣ Excellent physics results 
published 

- presented elsewhere

‣ 2011 is first year with significant 
pile-up

- very important experience for 
upgrade scenarios

- heavy ion run was first very-high 
occupancy test of the ATLAS setup
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Few figures about the present (3)
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Few figures about the present (3)

7

from great performance studies

see talk of R. Hauser

to excellent physics results

see talk of N. Benekos
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Bauer, Plehn, Rainwater 
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Main motivations for detector upgrade

‣ Physics motivation for machine upgrade (simplified)

- the Higgs agenda (simplified):

- the SUSY agenda:
extend reach for squark/gluino search
properties of SUSY particles

- the Unknown agenda:
new couplings and their gauge bosons (e.g. Z’, W’)
quark substructure 
...

‣ Consequences for ATLAS

- harsh radiation environment, still performance needs to be at least 
comparable to current ATLAS (b-tagging, forward jet reconstruction, trigger ...)

LHC:
- discovery, measure mass & width

HL-LHC:
- cross sections, BR, CP & spin, ...

Higgs self-coupling
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‣ New quarter panels for the pixel system

Phase 0 - LHC Conditions & ATLAS Plans

‣ Replacement of beam pipes, installation of new innermost pixel layer

‣ Removal of Minimum Bias Trigger Scintillators 

‣ Detector consolidation in Muon System

‣ New neutron shielding on toroid end-cap

‣ LHC consolidation phase

‣ Complete quench protection system (QPS)

‣ Shutdown: 18 months

9
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The Insertable B-Layer (IBL) CERN-LHCC-2010-013

‣ Excellent vertex detector performance is crucial

- improvement heavy flavor tagging, 
primary & secondary vertex reconstruction/separation

‣ Additional innermost layer will boost tracking performance

- adds additional redundancy of the detector in case of radiation damage

‣ Replacement is technically very challenging

- ATLAS strategy: insert a completely new layer
at smaller radius

- needs decrease of beam pipe radius

(a) (b)

Figure 4. (a) Photo of the Pixel detector with the inserted beam pipe during the integration in SR1 building,

and (b) rendering of the insertion of the IBL with the smaller beam pipe.

a big effort is made to reduce the material budget; the goal is to almost halve the X0 of the existing

Pixel B-layer. Table 4 summarizes the main layout parameters.

1.3.2 Removal of existing beam pipe

Before inserting the IBL with the new beam pipe, it is necessary to extract the VI section of the

current beam pipe. The VI section is a 7.3 m long pipe made in beryllium with two aluminium

flanges at its extremities; they support the beam pipe together with two other intermediate support

points at ± 0.85 m from z = 0. The intermediate supports use two collars attached to a wire

Value Unit
Number of staves 14

Number of modules per stave (single/double FE-I4) 32 / 16

Pixel size (φ ,z) 50, 250 µm

Module active size W×L (single/double FE-I4) 16.8×40.8 / 20.4 mm
2

Coverage in η , no vertex spread |η |< 3.0

Coverage in η , 2σ (=112 mm) vertex spread |η |< 2.58

Active z extent 330.15 mm

Geometrical acceptance in z (min, max) 97.4, 98.8 %

Stave tilt angle in φ (center of sensor, min, max) 14.00, −0.23, 27.77 degree

Overlap in φ 1.82 degree

Center of the sensor radius 33.25 mm

Sensor thickness:

Planar silicon 150 ÷ 250 µm

3D silicon 230±15 µm

Diamond 400 ÷ 600 µm

Radiation length at z = 0 1.54 % of X0

Table 4. Main IBL layout parameters.
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IBL: a technological challenge

‣ Additional layer inserted increases material budget 

- sensor and support material needs to be minimized

- the detector has to be powered, read-out and cooled

‣ New stave design with carbon foam structure

- low material budget, while building an excellent 
heat path to cooling pipe 

11
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‣ Additional layer inserted increases material budget 

- sensor and support material needs to be minimized
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were omitted as they were not relevant for the studies discussed in the following.

A correct description of the detector material is crucial for simulation and reconstruction. For
the simulation geometry, this is done by translating the very detailed GeoModel description and
associated material properties into a corresponding Geant4 detector model. Figure 13 illustrates
the contributions of the different parts of the IBL to the overall material budget of the ID, following
the material budget corresponding to the layout described in Section 1.3.1. At normal incident
angle the IBL, as implemented in GeoModel, accounts for 1.5% X0 including the support tube.
The interaction of the particles with the detector material during simulation is then carried out by
the Geant4 library.

In track reconstruction, the detector material has to be taken into account as stochastic noise
terms in track fitting and energy loss corrections in track propagation. As these processes are very
frequent the access to the material model needs to be optimized in speed, while a small decrease in
the accuracy of the material description is acceptable. The TrackingGeometry material description
is kept in synchronization with the simulation geometry by an automated procedure that maps the
Geant4 material description onto the layer frame of the TrackingGeometry. An overall relative
agreement to the 1% level is reached with this procedure [19].

Figure 13. Radiation length as a function of η for the different ID components as implemented in the
ATLAS geometry model. Shown are the IBL components (top, left), the IBL as part of the Pixel system
(top, right) and the IBL as part of the overall ID (bottom). External IBL supports and services outside the
active tracking volume are not included in the description yet.
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Figure 137. FEA simulation of the temperature distribution in the IBL package, for a configuration with
titanium cooling pipes and an evaporation temperature of the cooling system of -40 ◦C.

behaviour at full temperature. This will include measurements of basic time constants and
∆T of IBL staves relative to beam pipe temperatures. The tests will include turning off single
IBL cooling loops and following the temperature evolution of the affected staves, as well as
turing off the full detector cooling at reduced VI temperatures.

2. Bake-out Phase 1. The temperature of the beam pipe sections which are not NEG coated are
brought up to 250-350 ◦C with a ramp rate of about 30 ◦C/hr, then kept at temperature for 22
hours, then ramped back down again. During this period, the NEG-coated parts are kept at
about 130 ◦C.

3. Bake-out Phase 2. The temperatures of the NEG parts are brought up to 200-220 ◦C. The
ramp rate is about 50 ◦C per hour, and the time at full temperature is again about 22 hours.

4. Bake-out Phase 3. The complete beam pipe cools down for a fraction of a day, and final
vacuum quality measurements are done.

While there is experience with the bake-out process with the present Pixel system and beam
pipe, the actual temperatures on the new package are driven by the IBL geometry and the new beam
pipe specifications. To obtain a first overview of the temperature distribution and the thermal load
on modules and sensors, the influence of convection and radiation have been assessed in a thermal
FEA simulation. The results presented here are based on a layout with 15 staves, a sensor radius
of 37 mm and absence of IST. The study is constantly updated with the most recent baseline IBL
geometry. Figure 137 shows the temperature distribution for a configuration with titanium cooling
pipes and an evaporation temperature of the cooling system of -40 ◦C. The simulation yields a
maximum sensor temperature of -0.3 ◦C, that is well below the engineering limit of 40 ◦C and in
a temperature range where the anti-annealing behaviour of the silicon sensors is not significantly

– 185 –

Figure 137. FEA simulation of the temperature distribution in the IBL package, for a configuration with
titanium cooling pipes and an evaporation temperature of the cooling system of -40 ◦C.

behaviour at full temperature. This will include measurements of basic time constants and
∆T of IBL staves relative to beam pipe temperatures. The tests will include turning off single
IBL cooling loops and following the temperature evolution of the affected staves, as well as
turing off the full detector cooling at reduced VI temperatures.

2. Bake-out Phase 1. The temperature of the beam pipe sections which are not NEG coated are
brought up to 250-350 ◦C with a ramp rate of about 30 ◦C/hr, then kept at temperature for 22
hours, then ramped back down again. During this period, the NEG-coated parts are kept at
about 130 ◦C.

3. Bake-out Phase 2. The temperatures of the NEG parts are brought up to 200-220 ◦C. The
ramp rate is about 50 ◦C per hour, and the time at full temperature is again about 22 hours.
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pipe, the actual temperatures on the new package are driven by the IBL geometry and the new beam
pipe specifications. To obtain a first overview of the temperature distribution and the thermal load
on modules and sensors, the influence of convection and radiation have been assessed in a thermal
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geometry. Figure 137 shows the temperature distribution for a configuration with titanium cooling
pipes and an evaporation temperature of the cooling system of -40 ◦C. The simulation yields a
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IBL: Sensor & readout technology
planar pixel sensors 3D sensors

- prototypes with 150-250 µm thickness
ordered, delivered & being tested

- 50 x 250 µm pixel size

- well parameterised dose dependence
(tested to 2 x 1016 neq/cm2)

- double-sided 3D layout

- prototype with 230 µm thickness
and 200 µm guard has shown
good radiation hardness

- low voltage operation after irradiation

New FE-I4 readout chip

- delivered and performing well

- will also set standard for Phase I

Diamond sensor technology
postponed to later phases.

12
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IBL: Performance improvements

Figure 17. 3D displays of a Geant4 simulated event containing 2 jets of 500 GeV reconstructed using the
IBL. Shown is the IBL, the beam pipe, the 3 Pixel barrel layers opened from the front, as well as the Pixel
barrel supports and endcap structures in the background: (top) all tracks in the event with pT > 0.5 GeV and
more than 1 Pixel+IBL clusters while (bottom) shows the same event adding 2× 1034 cm−2s−1 pileup and
applying the same track selection.

by the cluster content, the number of holes, the fit quality, etc. The score is chosen such that a track
with a cluster in the IBL (or in the B-Layer for a nominal detector) is preferred above track can-
didates without. The best tracks are selected and remaining candidates sharing too many clusters
with those selected tracks are refitted, removing those clusters, and the score is recomputed. The
result of the ambiguity processing is a final set of silicon tracks, which are then extended into the
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Figure 23. Resolution in x and z of the reconstructed primary vertex without beam spot constraint for tt̄
events with and without the IBL. No pileup was added to the events.

plicity tt̄ events without pileup and without beam spot constraint. With the IBL the resolution in

x (and y) improves from 15 µm to 11 µm (RMS), the resolution in z improves from 34 µm to

24 µm. Adding the beam spot as a constraint to the vertex reconstruction leads to the results shown

in Fig. 24. The beam spot is simulated with a size of 12 µm in Rφ , while the size in z is 45 mm

corresponding to the assumed beam parameters during LHC Phase I [4]. The beam spot constraint

reduces the gain in resolution with IBL in x and y, which now leads to an RMS of 8 µm compared to
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Figure 24. Resolution in x and z of the reconstructed primary vertex with beam spot constraint for tt̄ events

with and without the IBL. The simulated beam spot width is 12 µm, the beam spot length is 45 mm. No

pileup was added to the events.
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Figure 27. Rejection factor against light jets as a function of b jet efficiency for the IP3D tagger (right) and

for the combined IP3D+SV1 tagger (left). Compared are the results with and without IBL, using b and light
jets from tt̄ events without pilep.

recomputed using tt̄ events. Figure 26 shows the weight for the combination of the IP3D and SV1
tagging variables (IP3D+SV1). This tagger combines the rather independent information from the

impact parameter measurements with information about secondary vertex properties in the jet.

Figure 27 shows the rejection factor for light jets as a function of the efficiency for b jets,

obtained by varying the cut on the jet weight obtained from IP3D alone and from the combination

of IP3D+SV1. The results are obtained using tt̄ events without pileup. Jets used for this study

have pT > 15 GeV, η < 2.5 and at least one track associated to the vertex satisfying the b-tagging-

quality criteria. As expected from the improved impact parameter resolution with IBL, a significant

improvement in the rejection of light jets at fixed b efficiency is observed. Table 6 summarizes the

very significant improvements in light jet rejection for the benchmark b efficiency of 60%. The

c jet rejection factors using IP3D or IP3D+SV1 are nearly unchanged as those taggers are tuned

to reject light jets. Specialized taggers need to be developed exploring the differences in b and c
hadron lifetimes and decay properties to fully benefit from the improved resolution with IBL.

2.4 Tracking, Vertexing and b Tagging Performance with IBL at Phase I Luminosities

The instantaneous luminosity during Phase I is expected to exceed 2×10
34

cm
−2

s
−1

. In-time and

out-of-time pileup influence the detector response in many ways as the LHC luminosity increases.

b tagger Without IBL With IBL Ratio

IP3D 83±1.5 147±3.4 1.8

IP3D+SV1 339±12 655±32 1.9

Table 6. Rejection of light jets in tt̄ events without pileup for b efficiency of 60%.

– 39 –

‣ Simulation shows significant improvements

- vertex resolution, secondary vertex finding

- light jet rejection at constant b-tagging efficiency

- IBL studies needed update of track reconstruction (cluster splitting modules)

no pile-up

av. 25 event pile-up
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‣ Fast Track Trigger for LVL2

‣ Under consideration:
- new small muon wheels
- upgrades to calorimeter electronics
  and possible new warm miniature 
  forward calorimeter
- trigger enhancements including topological trigger at L1 
- new non-IBL pixel detector based on IBL experience

Phase I - LHC Conditions & ATLAS Plans
‣ Peak Luminosity increasing to 2 x 1034 cm-2 s-1

‣ Exp. total int. luminosity:  300-400 fb-1

‣ Shut-down: about 9 months

14
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New Muon Small Wheels

‣ Higher luminosity will require a significant update of muon forward
trigger to reduce fake rate

15
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A. Salzburger - ICPP Instanbul II - ATLAS detector upgrade strategies

New Muon Small Wheels

‣ More precise trigger in the forward region

‣ Should leave more space for additional neutron shielding

‣ R&D ongoing for different chamber candidates:

Drift Tubes Strips Wires

all ROI
with EI segments
dθ cut
dR cut

‣ huge reduction rate of  LVL1 
muon fake rate can be achieved
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New Muon Small Wheels

Small Tube MDTs Large area micromegas High rate TGCs
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FTK Approach 

!"#"!#$!%%& '()*+),&-./),&
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The FTK (Fast TracKer project) at Level 2
‣ Hardware based track finder

- complete global tracking at beginning of LVL2 

- massive improvement for b-tagging, τ-identification and lepton isolation

‣ Fast helical track fit on hardware
performed on DSPs (~ 1ns) in an FPGA 
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Warm Forward Calorimeter (FCal)

‣ The liquid Ar forward calorimeter expands to η~4.9 

- very high particle fluxes

- danger of boiling Ar

- Ar+ builds up, may cause voltage  drops due to fluctuation of ions

‣ Placing a miniature (warm) calorimeter in front of FCal

- absorbs EM jet component
(roughly half of the energy)

‣ Cu absorbers with diamond
detectors

- very radiation hard

- highly segmented readout

- placed around the beam-pipe

19
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Phase II - LHC Conditions & ATLAS Plans
‣ Luminosity levelling: 5 x 1034 cm-2 s-1 (“beam crabbing”)

( ~200 interactions per bunch crossing)

‣ 3000 fb⁻¹ good data on tape:
high radiation dose to detectors

‣ Shut-down: 18 months

‣ major changes to trigger system and detector electronics with possible 
L1 track trigger 

‣ All new Inner Detector to cope with higher occupancy

Magnet system, most of muon and calorimeter systems remain

‣ Upgrade to the LAr end-cap
calorimeter

20

‣ Possible Muon System 
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Phase II - LHC Conditions & ATLAS Plans

simulated high luminosity event
(generated particles including neutrals)
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New ATLAS Inner Tracker

where more complex signatures such as τ lepton tagging and heavy flavor reconstruction are a key

issue. Provided the current ID continues to be fully functional it will perform well even somewhat

above nominal luminosity. However the IBL is required for an excellent performance for Phase I

luminosities that preserves good sensitivity for physics channels with signatures including b jets,

as well as for a robust reconstruction in the case of a significant fraction (> 10%) of Pixel modules

not working.

The very successful commissioning of the present ID started with cosmics data taking [12]

prior to the LHC pilot run at 900 GeV. In the 2010 run, ATLAS is routinely taking data at 7 TeV

centre of mass energy. The ID is performing as expected and fast progress was made in the under-

standing of the data, as can be seen e.g. in [13]. The LHC has delivered instantaneous luminosities

above 10
31

cm
−2

s
−1

with a small number of bunches, already leading to significant pileup in the

detector. The extrapolation from those initial running conditions to LHC Phase I luminosities at

14 TeV has to rely on Monte Carlo simulation, while measurements of the charge particle multiplic-

ities at 900 GeV, 2.36 TeV and 7 TeV [14, 15] can be used to constrain the predicted occupancies.

The Monte Carlo models underestimate the multiplicity by 15% - 20% and the pT spectrum in data

is softer than predicted. At the same time the energy dependence seems correctly described by the

models.

The predicted Monte Carlo [16] hit occupancy as a function of the average number of in-time

pileup events is shown in Fig. 8 for the different barrel layers of the present Pixel and SCT detector.

It increases linearly as expected for these low occupancies. At 50 pileup events, corresponding to

a luminosity of 2× 10
34

cm
−2

s
−1

, the occupancies in the Pixel detector range from 0.08% in the

present B-layer to 0.02% in layer 2. This is much lower compared to the SCT, which ranges from

2% for layer 0 to 1% in layer 3, because of the higher granularity of the Pixel detector. For this

reason the ATLAS ID track reconstruction (NewTracking [17]) starts track finding in the Pixel

layers. With high luminosity pileup the increasing occupancy in the Transition Radiation Tracker

(TRT) leads to a reduced number of precision measurements usable to determine the momentum in

the track fit and therefore to a degradation in the momentum resolution for muons, as can be seen
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Figure 9. Expected occupancy of valid hits with a leading edge in the TRT barrel and endcaps (left), as well

as the momentum resolution for single 100 GeV muons in different η regions (right) as a function of the

instantaneous luminosity.

– 23 –

‣ Pixel: current b-layer will suffer from radiation damage 

- readout and granularity limitations

‣ SCT: current detector has readout limitations to 2.5 x 1034 cm-2 s-1

- also radiation damage: SCT designed for 700 fb-1

‣ TRT: occupancy is getting too high 

- starts degrading the momentum measurement performance

Complete replacement of the inner tracking system with a new
pixel/strip system. 
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A. Salzburger - ICPP Instanbul II - ATLAS detector upgrade strategies

New ATLAS Inner Tracker: strawman layout

‣ Classical barrel / end-cap detector used for first design studies

4 layers of pixels to larger radius than now
3 double-layers of short strips (SCT region)
2 double-layers of long strips (TRT region)

Approx. 400 Million pixels (cf 80 Million now)
Approx. 45 Million strips (cf 6.3 Million now)

Granularity tests 
show hit occupancy 
under control for 
pattern recognition
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New ATLAS Inner Tracker: layout considerations
‣ Learning from current experiences

- 1/sin(θ) is not the dominating component
   of material distribution
- barrel/end-cap transition needs to be 
   carefully designed (if any)

‣ Avoid long extrapolation distances through
(inactive) material

‣ Profit from positive lessons
- pattern recognition performance
- data/MC agreement
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(b) Barrel

Figure 5: Distance from the origin of each of the three space points in all seeds for the full detector (a)
and the radial distribution of each of the three space points in track seeds in the barrel region (b). The
space points in data are shown using markers and the simulation using a histogram. The pT spectrum
of the simulation has been reweighted to agree with the measured pT distribution for data. The space
points are numbered in ascending radial position. The distributions are normalised to the same number
of seeds.
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(a) Transverse Impact Parameter
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(b) Longitudinal Impact Parameter

Figure 6: The impact parameter distributions of the seeds in data and simulation. The pT spectrum of the
simulation has been reweighted to agree with that for data. The distributions are normalised to the same
number of seeds.

3.3 Seed Survival

A window search is applied in the seed propagation direction to build a track candidate. Any hits within
the road window are collected and track candidates are built using a combinatorial Kalman filter [9].
Seeds can fail to become track candidates for various reasons. For example, if all clusters in a seed have
already been associated with a track candidate or if the road search fails to find sufficient hits to meet
the track candidate hit requirements, the seed is discarded. Each seed can become at most a single track
candidate. This will be referred to as survival of the seed. Seed survival is only possible if the track
candidate found through a window search meets configurable quality requirements. In addition, seeds
for which all clusters have already been used to build a track candidate are rejected. The rate of seed

6
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New ATLAS Inner Tracker: layout considerations
‣ Learning from current experiences

- 1/sin(θ) is not the dominating component
   of material distribution
- barrel/end-cap transition needs to be 
   carefully designed (if any)

‣ Avoid long extrapolation distances through
(inactive) material

‣ Profit from positive lessons
- pattern recognition performance
- data/MC agreement
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Figure 5: Distance from the origin of each of the three space points in all seeds for the full detector (a)
and the radial distribution of each of the three space points in track seeds in the barrel region (b). The
space points in data are shown using markers and the simulation using a histogram. The pT spectrum
of the simulation has been reweighted to agree with the measured pT distribution for data. The space
points are numbered in ascending radial position. The distributions are normalised to the same number
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Figure 6: The impact parameter distributions of the seeds in data and simulation. The pT spectrum of the
simulation has been reweighted to agree with that for data. The distributions are normalised to the same
number of seeds.

3.3 Seed Survival

A window search is applied in the seed propagation direction to build a track candidate. Any hits within
the road window are collected and track candidates are built using a combinatorial Kalman filter [9].
Seeds can fail to become track candidates for various reasons. For example, if all clusters in a seed have
already been associated with a track candidate or if the road search fails to find sufficient hits to meet
the track candidate hit requirements, the seed is discarded. Each seed can become at most a single track
candidate. This will be referred to as survival of the seed. Seed survival is only possible if the track
candidate found through a window search meets configurable quality requirements. In addition, seeds
for which all clusters have already been used to build a track candidate are rejected. The rate of seed

6

5

where Nrec is the number of all tracks that have been successfully reconstructed within the quality
cuts. Clearly, by broadening the reconstruction quality cuts, higher efficiencies can be achieved.
However, the risk of contaminating the track output sample with fake or poorly measured tracks
increases.
Reconstruction efficiencies and fake rates are strongly dependent on the particle type, since they are
highly sensitive to the interaction process between the particle and the detector material. Minimum
ionising particles yield the highest reconstruction efficiencies (in the given momentum range of final
state particles this is close to 100 % over the entire acceptance region of the ID, see Sec. 2.1.1).
Hadronic particles5 are degraded by nuclear interactions with the detector material and show lower
reconstruction efficiencies. Finally, electrons suffer strongly from radiation loss and lead to the lowest
reconstruction probability for a large part of the investigated momentum range, in particular when
reconstruction quality cuts are applied.
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Figure 1: Reconstruction efficiencies and for prompt pions and electrons in single track events for differ-
ent particle momenta. The closed markers represent the NEWT performance, while the open ones show in
comparison the obtained results for iPatRec. The plots to left shows the reconstruction efficiencies in depen-
dence of the pseudorapidity for certain transverse momenta; right: total reconstruction efficiency and fake rate
depending on the pT value is shown.

The reconstruction efficiencies for single π+ and e− tracks are shown for NEWT and iPatRec in Fig. 1.
It can be seen that under application of the given reconstruction and matching cuts NEWT yields
slightly higher reconstruction efficiencies than iPatRec for the major part of the momentum range.
Only for particles with pT higher than 100 GeV iPatRec tends to be similarly efficient (pions) or
even slightly superior (electrons). One other aspect is revealed in this picture: while electron tracks
at low momenta have a relatively low reconstruction efficiency compared to single pion tracks, the
situation is flipped for high momentum tracks. The reason for this is that bremsstrahlung effects are

5In the ATLAS track reconstruction, only three types of particles are considered: muons, electrons and pions. No
distinction between different hadrons is done, the particle identification is carried out at a later stage in the event
reconstruction process.
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New ATLAS Inner Tracker: conical shapes ?

!"#$%&'(&)*++ ,-.,/&012345&67#&)*+8&99&!:&;"#$1"9/$1<3#35 =

!"#$%&"'()*+',-."*+)/0'$)1"'*+),

! 23456'/-'7),1,

!"#$%&'(&)*++ ,-.,/&012345&67#&)*+8&99&!:&;"#$1"9/$1<3#35 =

!"#$%&'(#"#'&")*+',-,$*,.*"'/0,#"'1'2"30&4*4%+

5&2"%6,2"7'#2,-"'/64242+/"')$20'"8."77"7'3,.*"'9*44:#'20"'#,8"'4&'20"'.,3:;

<64242+/"'4='."&2'#"32$4&'=46',.4-"'9,'*,'>,>,6;

5?.",8'/64242+/"'=46'$&&"6'1'*,+"6#
9#0,6"7'#(//462'#26(32(6"','*,'@*$3";'

‣ one prototype is barrel-only setup with conical end-shape
- optimize tracker coverage while minimizing material budget
- barrel/end-cap transition needs to be 
   carefully designed (if any)

‣ first stave prototypes built
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New ATLAS Inner Tracker: conditions & plans
‣ Very harsh radiation environment
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Fig. 2: 1 MeV neq /cm2 fluence map for the upgraded inner
tracker (“straw-man” layout v14) as a function of the radial
(R) and longitudinal (Z) directions (from the interaction
point) for a total integrated luminosity of 3000 fb−1.
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Fig. 3: Expected fluences as a function of the radial dis-
tance to the beamline for 3000 fb−1. Two cases are shown,
Z = 0 cm and Z = 175 cm.

A projection of the fluence map on the radius-axis is
shown in Fig. 3 for two cases, Z = 0 cm and Z = 175 cm.
In the former case, the different contributions from protons,
pions and neutrons are given. For the innermost layers
(up to radii of ∼ 20 cm), the major contribution to the
radiation background comes from charged pions. For the
strip layers, the contribution from neutrons (secondaries,
albedo neutrons from back-splash in the calorimeters) is
dominant over charged hadrons by a factor ∼ 2. In the strip
barrel region (Z = 0), the expected total fluence (including a
safety factor of 2) for the first short strip layer (R ∼ 38 cm)
is ∼ 1015 neq /cm2, and ∼ 4×1014 neq /cm2 for the second
long strip barrel layer at R ∼ 100 cm. As an example for
the strip end-cap region, the intermediate third disk located at
∼ 175 cm would need to withstand a total maximum fluence
of ∼ 1.2× 1015 neq /cm2 at the lowest radii.

1011 to 1013 ions/cm2. We are foreseeing a batch of p-spray in
future. The p-stop and p-spray densities, and the number of
wafers delivered for testing are summarized in Table 2. Each
batch is named after the sequence and the isolation, e.g., X1R2P8
denotes the first batch with a p-spray density of 2!1012 and a
p-stop density of 8!1012 ions/cm2, combined. The batches with
only p-spray (R) were fabricated by skipping the p-stop process,
i.e., there are no p-stop structures in either the main sensor or in
any of the miniature sensors in the wafers of the batch.

2.3. Punch-through protection structure

In the Zone 4 (Z4) miniature sensor, we developed a structure
for the AC coupling insulator to protect against accidents such as a
beam splash into the sensors. When a large amount of charge is
deposited in the sensor by a beam splash, a large current flows
through the bias resistor and drops the potential of the n-strip
implants toward the backplane bias voltage, thus generating a
voltage spike across the AC coupling insulator [8]. When the

Fig. 2. The layout of the mask for the latest sensors (ATLAS07) for a 150 mm wafer. The central piece is the 9.75 cm!9.75 cm main sensor and P1–P24 are the miniature
sensors of 1 cm!1 cm.

Fig. 3. Cross-sections of the strip (n+) and the isolation structures (e.g., p-stop) in the surface of the miniature sensors. Six structures, named Zone 1–Zone 6, are
implemented—one structure per miniature sensor. The dimensions are in mm.
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III. ATLAS07 N-IN-P SILICON STRIP DETECTORS

A large area n-in-p silicon strip detector (referred hereafter
as ATLAS07) has been developed by the ATLAS collabo-
ration and produced by Hamamatsu Photonics [5] in a 6-
inch (150 mm) wafer. The mask layout of the sensor is
shown in Fig. 4. The detector area is 97.54 × 97.54 mm2

and its thickness is 320 µm. The bulk is p-type float zone
silicon with a lattice orientation �1 0 0�. The n+ readout
strips are AC-coupled through polysilicon bias resistors. The
isolation structure is p-stop. The detector is divided into four
segments, two with axial strips parallel to the sensor edges
and two with stereo strips inclined at an angle of 40 mrad.
The strip length in each segment is 2.39 and the strip-pitch
is 74.5 µm. The total number of strips per segment is 1280.

In addition to the main sensor, 24 10× 10 mm2 miniature
sensors are included in the wafer. The miniature detectors
have 104 strips of 8 mm length and implement different
surface strip isolation structures (p-stop) and punch-through
protection (PTP) structure (see Fig. 5). Before irradiation,
hot-spots were observed in few PTP miniature sensors of
the first batches produced. This was understood as onset
of micro-discharges from high electrical fields caused by
an asymmetric p-stop layout [6]. The mask was modified
accordingly and no additional micro-discharges have been
detected in posterior batches.

The ATLAS07 n-in-p detectors have been extensively
tested before irradiation. Both the bulk and strip character-
istics have been thoroughly evaluated to check the sensors
were effectively compliant with the technical specifications
required [7]. As an example, Fig. 6 shows the IV charac-
teristics of several large area ATLAS07 sensors normalized
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A projection of the fluence map on the radius-axis is
shown in Fig. 3 for two cases, Z = 0 cm and Z = 175 cm.
In the former case, the different contributions from protons,
pions and neutrons are given. For the innermost layers
(up to radii of ∼ 20 cm), the major contribution to the
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of ∼ 1.2× 1015 neq /cm2 at the lowest radii.

1011 to 1013 ions/cm2. We are foreseeing a batch of p-spray in
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denotes the first batch with a p-spray density of 2!1012 and a
p-stop density of 8!1012 ions/cm2, combined. The batches with
only p-spray (R) were fabricated by skipping the p-stop process,
i.e., there are no p-stop structures in either the main sensor or in
any of the miniature sensors in the wafers of the batch.

2.3. Punch-through protection structure

In the Zone 4 (Z4) miniature sensor, we developed a structure
for the AC coupling insulator to protect against accidents such as a
beam splash into the sensors. When a large amount of charge is
deposited in the sensor by a beam splash, a large current flows
through the bias resistor and drops the potential of the n-strip
implants toward the backplane bias voltage, thus generating a
voltage spike across the AC coupling insulator [8]. When the

Fig. 2. The layout of the mask for the latest sensors (ATLAS07) for a 150 mm wafer. The central piece is the 9.75 cm!9.75 cm main sensor and P1–P24 are the miniature
sensors of 1 cm!1 cm.

Fig. 3. Cross-sections of the strip (n+) and the isolation structures (e.g., p-stop) in the surface of the miniature sensors. Six structures, named Zone 1–Zone 6, are
implemented—one structure per miniature sensor. The dimensions are in mm.

Y. Unno et al. / Nuclear Instruments and Methods in Physics Research A ] (]]]]) ]]]–]]] 3

Please cite this article as: Y. Unno, et al., Nucl. Instr. and Meth. A (2010), doi:10.1016/j.nima.2010.04.080

Fig. 4: Mask layout of the ATLAS07 strip sensors [6].

III. ATLAS07 N-IN-P SILICON STRIP DETECTORS

A large area n-in-p silicon strip detector (referred hereafter
as ATLAS07) has been developed by the ATLAS collabo-
ration and produced by Hamamatsu Photonics [5] in a 6-
inch (150 mm) wafer. The mask layout of the sensor is
shown in Fig. 4. The detector area is 97.54 × 97.54 mm2

and its thickness is 320 µm. The bulk is p-type float zone
silicon with a lattice orientation �1 0 0�. The n+ readout
strips are AC-coupled through polysilicon bias resistors. The
isolation structure is p-stop. The detector is divided into four
segments, two with axial strips parallel to the sensor edges
and two with stereo strips inclined at an angle of 40 mrad.
The strip length in each segment is 2.39 and the strip-pitch
is 74.5 µm. The total number of strips per segment is 1280.

In addition to the main sensor, 24 10× 10 mm2 miniature
sensors are included in the wafer. The miniature detectors
have 104 strips of 8 mm length and implement different
surface strip isolation structures (p-stop) and punch-through
protection (PTP) structure (see Fig. 5). Before irradiation,
hot-spots were observed in few PTP miniature sensors of
the first batches produced. This was understood as onset
of micro-discharges from high electrical fields caused by
an asymmetric p-stop layout [6]. The mask was modified
accordingly and no additional micro-discharges have been
detected in posterior batches.

The ATLAS07 n-in-p detectors have been extensively
tested before irradiation. Both the bulk and strip character-
istics have been thoroughly evaluated to check the sensors
were effectively compliant with the technical specifications
required [7]. As an example, Fig. 6 shows the IV charac-
teristics of several large area ATLAS07 sensors normalized

‣ Cooling : planing for evaporative CO2 cooling 
- large latent heat
- good heat transfer, will allow for smaller cooling pipes (material budget)

‣ New powering schema successfully tested
- DC-DC converters
- serial powering 
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New ATLAS Inner Tracker: Pixel R&D
‣ Continue planar and 3D R&D based on IBL experience:

- outer layers can work with FE-I4 chip

- one target is thinning sensor to 150 µm

‣ Several silicon sensors investiaged

- show comparable characteristics

- with high enough bias they give acceptable
signal-to-noise at 3000 fb-1

‣ 3D sensors with active gaps

‣ Diamond sensors (more radiation hard)

n-in-p FZ radiation studies

Pixel 
doses

strip 
doses
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New ATLAS Inner Tracker: strips R&D (1)

Sergio Gonzalez-
SevillaSergio Gonzalez-Sevilla

Strip integration concepts
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‣ Single-sided modules in STAVE structure

28

Thursday, June 23, 2011



2009

2010

2011

2012

2013

2014

2015

2016

2017

2018

2019

2020

2021

2022

2023

...

2030

A. Salzburger - ICPP Instanbul II - ATLAS detector upgrade strategies

New ATLAS Inner Tracker: strips R&D (1)

Sergio Gonzalez-
SevillaSergio Gonzalez-Sevilla

Strip integration concepts

7

Carbon fiber
facingBus cable

Hybrids Carbon honeycomb 
or foam

Readout IC’s

Coolant tube structure

1.2 m

STAVE (single-sided modules)

SUPERMODULE (double-sided modules)

ANIMMA (Ghent) - 6/9 June 2011

Sensor

ASICs

Hybrids
AlN facing

washers

‣ Double-sided super-modules

Sergio Gonzalez-
SevillaSergio Gonzalez-Sevilla

Strip integration concepts

7

Carbon fiber
facingBus cable

Hybrids Carbon honeycomb 
or foam

Readout IC’s

Coolant tube structure

1.2 m

STAVE (single-sided modules)

SUPERMODULE (double-sided modules)

ANIMMA (Ghent) - 6/9 June 2011

Sensor

ASICs

Hybrids
AlN facing

washers
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Single and double-sided strip modules
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<INoise> = 568 ENC

Stave Module Requirements

!ATLAS Upgrade Week November 10, 2010

Design is driven by minimising material
Hybrid is substrate-less with no connectors

Glued directly on to the sensor

Use of minimal glue layers for both ASIC and hybrid 
attachment

Improves thermal paths and again reduces material

Layout optimised for stave and serial powering 
(parallel and DC-DC optional)

Control of M-shunt scheme serial powering built into 
hybrid with discrete components

Optimized for mass production methods as well           
(future build will require >10000 circuits)

Yield and reliability of flex circuits taken into account from the beginning
Designed to enable mass wire bonding, component attachment and 
testing of circuits

"

ANIMMA (Ghent) - 6/9 June 2011

!"#!$%"&'()*&%+,-&'.*%/**)0%12&.31456%%7*8%9:%

Shieldless Module
Assembled module with one 

shielded and one shieldless hybrid
Used 40 m glue thickness.
Shieldless hybrid ground plane 

75 m from back of hybrid (50 m 
pre-preg+25 m solder resist)

Roughly equivalent to 100 m 
glue with shielded hybrid  for load 
capacitance

Tested in SP chain using 
SCTDAQ and BCC with shieldless 
module AC-coupled

No high noise channels seen in 
3pt gain measurement

Will follow up with 2 trigger test 
once made available (HSIO)

ATLAS Upgrade Week November 10, 2010 :

Outer Column- 615 e-

Inner Column- 601 e-

1fC 3 point gain, untrimmed

No reduction in electrical performance yet for going to shieldless hybrid.   
Reduce copper by ~30% and hybrid circuit production costs by ~30%.
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single-sided module
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Track Trigger at L1
‣ Option 1: Regional readout at L0 and L1

- Calo/MS could provide region of interest (ROI)

- inner tracker modules are read out and hardware trigger confirms 
presence of a track candidate

- needs additional data stream in front-end chip

‣ Option 2: Self-seeded stand-alone 

- used paired modules (omit stereo placement)

- read out only coincident modules ( high pT )

L1 Track Trigger Proposals 

•  Whatever the choice!we need to demonstrate with simulation the need for an 
L1 track trigger in phase 1 (phase 2) running. 

2 

Self-seeded Standalone Approach (CMS Baseline) 

Regional Readout L0+L1 Approach 

•  Regional readout seeded by L1Calo or L1Muon 
information (small fraction of ID). 

•  May involve a two-stage L1 Trigger (L0 + L1) if the 
ID readout is not fast enough (may allow slower 
detectors to contribute also e.g.  MDTs). 

•  No modifications of the SLHC ID layout required. 

•  Dedicated tracker layers select hits from high 
pT tracks - read out only those hits to form 
tracks. 

•  Requires consideration in SLHC ID layout e.g. 
prefers axial-axial vs axial-stereo staves. 
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Calorimeter Upgrade

‣ EM Barrel & Tile Calorimeter will work fine: no upgrade

‣ One concern: 
Will cold electronics inside end-cap survive 3000 fb-1?

(initially designed for 1000 fb-1)

If so, miniature warm calorimeter in front of the FCAL at Phase-I should be 
enough to fix HV drop, ion build up, and risk of boiling the Ar.
If not, need to open up and replace cold electronics (tight within 18 months)
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Muon System upgrade considerations

replace forward 
chambers for 
higher resolution

add extra neutron 
shielding

probably add new 
double of trigger 
chambers to improve 
performance in low 
∫Bdl region  

extra doublet with mm resolution 
(could also be needed for RPC3)
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Algorithmic challenges & lessons learned 

simulated high luminosity event
(generated particles only)

typical central collision Pb-Pb environment
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Algorithmic challenges: high occupancy  
‣ Many studies carried out on simulated data to test algorithms

in high pile-up scenarios
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Figure 4: Distribution of FCal ΣET in 2.76 TeV Pb+Pb collisions for a sub-sample of events used in this

analysis. The 10% centrality bins used in this analysis are indicated on the plot.

The centrality of the analyzed Pb+Pb collisions is characterized by the total transverse energy, ΣET,

measured in the ATLAS forward calorimeter (FCal). For the jet measurements, it is significant that the

pseudorapidity acceptance of the centrality measurement is well outside that used for the analysis so

that the presence of studied jets nominally does not affect the measurement of collision centrality. The

distribution of FCal ΣET for a representative subset of the data included in this analysis is shown in

Fig. 4. An analysis of this distribution after all trigger and selection cuts were applied gives an estimate

of the fraction of the sampled non-Coulomb inelastic cross section to be f = 100 ± 2%. This estimate is

obtained from a shape analysis of the measured FCal ΣET distribution compared with a convolution of

proton-proton data with a Monte Carlo Glauber calculation[15, 16]. We divide the FCal ΣET distribution

into centrality bins using 10% divisions of the minimum-bias ΣET distribution. Our understanding of

the systematics of the most peripheral collisions (80-100%) remains incomplete, so we present here only

results for the 0-80% centrality range. For each 10% centrality bin we evaluate the average number of

collisions, Ncoll, for events in the given centrality bin using a standard Glauber Monte Carlo procedure

[16]. Table 1 lists the average Ncoll values events obtained for each centrality bin and the systematic

uncertainties in the Ncoll values. While we do not rely on the values for number of participants, Npart, for

the results shown in this note, we include them here for completeness.

The uncertainties in the Ncoll values obtained from the centrality analysis and shown in Table 1 are

partially correlated because individual variations in the sensitive parameters in the Glauber calculation

cause all Ncoll values to increase or decrease together. To evaluate the systematic uncertainties in the

ratios of Ncoll between two centrality bins, Ncoll
cent/Ncoll

periph
, that appear in the expression for RCP, we

have directly evaluated how this ratio varies with variations of the sensitive parameters in the Glauber

Monte Carlo. We obtain from this study separate estimates for the uncertainty in the Ncoll ratios; the

results are provided in Table 2.
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Figure 10. (left) Efficiency for reconstructing tracks in 100 GeV and 500 GeV di-jet events and (right) rate

of reconstructed tracks as a function of the average number of pileup interactions. Shown are the results

for different track selections for track candidates with pT > 1 GeV and η < 1.0 accepted by the pattern

recognition.

in Fig. 9. However, the ID momentum resolution is not a limiting factor for most of the physics

channels accessible during Phase I.

Figure 10 shows the efficiency to reconstruct a track at η < 1.0 in 100 GeV and 500 GeV dijet

events. The efficiency to reconstruct a track in the ID is limited by the rate of hadronic interactions

of the pions with the detector material and is therefore nearly independent from the level of pileup.

In the more collimated 500 GeV jet events a small reduction is visible at high pileup which is

due to increased cluster density in those jet cores with pileup. For reference the results are shown

with the nominal track selection, requiring at least 7 silicon (Pixel and SCT) clusters on the track

out of the nominal 11 silicon layers, and a more tight selection, requiring at least 9 clusters and

no Pixel module crossed by the track without an associated cluster (a so called Pixel hole). With

a fully functioning detector, as used for this figure, the effect of tightening the track cuts is a

3% reduction in the tracking efficiency, which is mainly because requiring 2 additional clusters

implicitly increases the required track length and hence increases the chance of loosing the track

due to a hadronic interaction. In the same Fig. 10 the number of reconstructed tracks in the event

is shown as a function of the average number of pileup events. For the nominal track selection a

steep rise due to fake tracks is observed for luminosities exceeding 10
34

cm
−2

s
−1

. Tightening the

requirement on the number of clusters from 7 to 9 and adding the cut on Pixel holes removes most

of those additional track candidates. While with a fully functional and highly efficient detector

simulation those cut settings are rather safe, they leave little margin for a robust reconstruction

using a realistic detector with inefficiencies and inactive modules.

The impact parameter resolution for tracks in 500 GeV di-jet events is affected very little by

pileup, as is shown in Fig. 11 for different bins in η . Such degradation would result from cluster

merging due to the limited double track resolution, but only at luminosities above 2×10
34

cm
−2

s
−1

does the track density give rise to a significant rate of shared clusters in the Pixel detector. The dom-

inant effect is confusion in the pattern recognition that leads to wrong associations of clusters to

tracks and therefore gives rise to higher non-gaussian tails in the impact parameter distribution.

– 24 –

‣ In 2010 we have taken high occupancy data: heavy ion collisions 

- approximate region 
covered by 2011 data

- heavy ion collision data
can be used for 
preparation of pile-up
scenarios 
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Algorithmic challenges: high occupancy  
‣ Many studies carried out on simulated data to test algorithms

in high pile-up scenarios
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analysis. The 10% centrality bins used in this analysis are indicated on the plot.

The centrality of the analyzed Pb+Pb collisions is characterized by the total transverse energy, ΣET,

measured in the ATLAS forward calorimeter (FCal). For the jet measurements, it is significant that the

pseudorapidity acceptance of the centrality measurement is well outside that used for the analysis so

that the presence of studied jets nominally does not affect the measurement of collision centrality. The

distribution of FCal ΣET for a representative subset of the data included in this analysis is shown in

Fig. 4. An analysis of this distribution after all trigger and selection cuts were applied gives an estimate

of the fraction of the sampled non-Coulomb inelastic cross section to be f = 100 ± 2%. This estimate is

obtained from a shape analysis of the measured FCal ΣET distribution compared with a convolution of

proton-proton data with a Monte Carlo Glauber calculation[15, 16]. We divide the FCal ΣET distribution

into centrality bins using 10% divisions of the minimum-bias ΣET distribution. Our understanding of

the systematics of the most peripheral collisions (80-100%) remains incomplete, so we present here only

results for the 0-80% centrality range. For each 10% centrality bin we evaluate the average number of

collisions, Ncoll, for events in the given centrality bin using a standard Glauber Monte Carlo procedure

[16]. Table 1 lists the average Ncoll values events obtained for each centrality bin and the systematic

uncertainties in the Ncoll values. While we do not rely on the values for number of participants, Npart, for

the results shown in this note, we include them here for completeness.

The uncertainties in the Ncoll values obtained from the centrality analysis and shown in Table 1 are

partially correlated because individual variations in the sensitive parameters in the Glauber calculation

cause all Ncoll values to increase or decrease together. To evaluate the systematic uncertainties in the

ratios of Ncoll between two centrality bins, Ncoll
cent/Ncoll

periph
, that appear in the expression for RCP, we

have directly evaluated how this ratio varies with variations of the sensitive parameters in the Glauber

Monte Carlo. We obtain from this study separate estimates for the uncertainty in the Ncoll ratios; the

results are provided in Table 2.
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Figure 10. (left) Efficiency for reconstructing tracks in 100 GeV and 500 GeV di-jet events and (right) rate

of reconstructed tracks as a function of the average number of pileup interactions. Shown are the results

for different track selections for track candidates with pT > 1 GeV and η < 1.0 accepted by the pattern

recognition.

in Fig. 9. However, the ID momentum resolution is not a limiting factor for most of the physics

channels accessible during Phase I.

Figure 10 shows the efficiency to reconstruct a track at η < 1.0 in 100 GeV and 500 GeV dijet

events. The efficiency to reconstruct a track in the ID is limited by the rate of hadronic interactions

of the pions with the detector material and is therefore nearly independent from the level of pileup.

In the more collimated 500 GeV jet events a small reduction is visible at high pileup which is

due to increased cluster density in those jet cores with pileup. For reference the results are shown

with the nominal track selection, requiring at least 7 silicon (Pixel and SCT) clusters on the track

out of the nominal 11 silicon layers, and a more tight selection, requiring at least 9 clusters and

no Pixel module crossed by the track without an associated cluster (a so called Pixel hole). With

a fully functioning detector, as used for this figure, the effect of tightening the track cuts is a

3% reduction in the tracking efficiency, which is mainly because requiring 2 additional clusters

implicitly increases the required track length and hence increases the chance of loosing the track

due to a hadronic interaction. In the same Fig. 10 the number of reconstructed tracks in the event

is shown as a function of the average number of pileup events. For the nominal track selection a

steep rise due to fake tracks is observed for luminosities exceeding 10
34

cm
−2

s
−1

. Tightening the

requirement on the number of clusters from 7 to 9 and adding the cut on Pixel holes removes most

of those additional track candidates. While with a fully functional and highly efficient detector

simulation those cut settings are rather safe, they leave little margin for a robust reconstruction

using a realistic detector with inefficiencies and inactive modules.

The impact parameter resolution for tracks in 500 GeV di-jet events is affected very little by

pileup, as is shown in Fig. 11 for different bins in η . Such degradation would result from cluster

merging due to the limited double track resolution, but only at luminosities above 2×10
34

cm
−2

s
−1

does the track density give rise to a significant rate of shared clusters in the Pixel detector. The dom-

inant effect is confusion in the pattern recognition that leads to wrong associations of clusters to

tracks and therefore gives rise to higher non-gaussian tails in the impact parameter distribution.
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Figure 11. (left) Impact parameter resolution for tracks in 500 GeV di-jets events in bins of η as a function
of the average number of pileup interactions. (right) Rate of tracks at η < 1.0 with d0 offsets (with more
than 3σ ) in 100 GeV and 500 GeV di-jets events as a function of pileup events. Shown are the results for
different track selections for track candidates accepted in the pattern recognition.

Fig. 11 shows as well the rate of tracks in the barrel (η < 1.0) with an impact parameter signifi-
cance larger than 3σ w.r.t. the primary vertex, which is sensitive to such non-gaussian tails. The
difference in jet energy scale between 100 GeV and 500 GeV jets as well as the collimation of
those jets defines the rate of significant impact parameters at low luminosity. For nominal tracking
cuts, requiring 7 Pixel plus SCT clusters, a fast rise in the rate of such tracks is seen for both jet
energy scales. Such offsets directly affect the primary vertex reconstruction as well as the b tag-
ging performance. Cutting hard on the number of Pixel plus SCT clusters and Pixel holes again
mitigates the problem.

The integration of the IBL in the ID not only improves the impact parameter resolution, but
as an additional low occupancy layer it helps the robustness of the tracking against detector prob-
lems and pileup. It therefore improves the primary vertex reconstruction and b tagging at Phase I
luminosities, as will be demonstrated in the following.

2.3 IBL in the ATLAS Full Simulation and Reconstruction

The IBL detector has been fully integrated in the ATLAS ID software chain in order to facilitate
performance studies. In the ATLAS software framework a central geometry model, the GeoModel
[18] description, is used to implement the IBL as part of the full detector. This implementation in
GeoModel provides a very detailed description of the actual detector geometry, including support
and cooling structures and correct material properties. The detailed simulation geometry is derived
from GeoModel for the full detector simulation using the Geant4 [10] toolkit. A reconstruction ge-
ometry description (TrackingGeometry [19]) is the second model derived from GeoModel, which
provides an abstract detector model built from layers and surfaces. It is optimized for an accurate
overall material description and CPU performance. The detector response is modelled in a digiti-
zation package, which in the case of the IBL is based on the existing Pixel digitization algorithm.
Similarly, the Pixel clustering package has been used to reconstruct the IBL. Tracks are recon-
structed using the standard ATLAS track reconstruction NewTracking, taking full benefit from the
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Algorithmic challenges: high occupancy  
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Figure 1: (top row) The number of Pixel (left) and SCT (right) hits on tracks for
data (points with errors) and MC (histogram) for two different centrality bins: 0-10%
(open/dotted) and 40-80% (closed/solid). (bottom row) The average number of Pixel
(left) and SCT (right) hits as a function of η for MC and data in the same two centrality
bins.

dense environment of the most central collisions is reasonably well modelled.

3. J/ψ production as a function of centrality

The oppositely-charged di–muon invariant mass spectra in the J/ψ region
after the selection are shown in Figure 2. The number of J/ψ → µ+µ− decays
is then found by a simple counting technique. The signal mass window is
defined by the range 2.95–3.25 GeV. The background is derived from two
mass sidebands, 2.4–2.8 GeV and 3.4–3.8 GeV, with a linear extrapolation.
To determine the uncertainties related to the signal extraction, an alternative
method based on a maximum likelihood fit with the mass resolution left
as a free parameter is used as a cross check, as explained in section 3.1.

5

‣ Track reconstruction showed excellent performance in high
occupancy environment

- remarkable description by simulation
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Algorithmic challenges: simulation strategies (1)
‣ Main simulation engine in ATLAS: Geant4

- upgrade layouts integrated into general ALTAS framework 
  (IBL, Phase-2 Inner Tracker, muon small wheels, etc. )

‣ Alternative, fast track simulation exists for fast detector design studies

    - helps to iterate on the different layout concepts

    - helps to develop/update pattern recognition modules

layout iteration
studies using fast 
track simulation 
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Algorithmic challenges: simulation strategies (2)

G4

FastG4

Fast Track/Calo

Parametric

HIERARCHY ACCURACYCPU TIME

high

low

‣ high occupancy environment imposes stringent challenge on
simulation and pattern recognition
- mixture of full and fast simulation techniques will be needed 
- careful evaluation of MC techniques used for physics simulation

‣ ATLAS uses both full and fast Monte Carlo techniques

    - upgrade project integrated in these efforts

    - but also reconstruction needs new concepts (online/offline)
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Algorithmic challenges: simulation strategies (2)

G4

FastG4

Fast Track/Calo

Parametric

HIERARCHY ACCURACYCPU TIME

high

low

‣ high occupancy environment imposes stringent challenge on
simulation and pattern recognition
- mixture of full and fast simulation techniques will be needed 
- careful evaluation of MC techniques used for physics simulation

‣ ATLAS uses both full and fast Monte Carlo techniques

    - upgrade project integrated in these efforts

    - but also reconstruction needs new concepts (online/offline)
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A. Salzburger - ICPP Instanbul II - ATLAS detector upgrade strategies

Algorithmic challenges: use of GPU in HLT

Factor 35 speed-
up for L2 Zfinder 
running on GPU

~factor 10 
speed up for 
Fermi GPU

‣ Current studies ongoing to evaluate the gain from parallelism for 
upgrade environment

‣ Level 2 track trigger code
ported to use GPUs
- compare to usage vs CPU
   in low and high luminosity
   environment
- tested on different 
  architectures

‣ First offline modules also 
ported to GPUs and show 
similar performance gains
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A. Salzburger - ICPP Instanbul II - ATLAS detector upgrade strategies

Conclusions & (obviously) Outlook
‣ Huge success of LHC data taking let’s us look forward to

future LHC upgrades (motivated by physics requirements)

‣ Learned many lessons from current data taking period (Run I) 
- detector is performing very well (p-p and Pb-Pb collision)
- description of data by simulation is excellent (confidence for design studies)

‣ ATLAS is planing a multi-phase upgrade program
- Phase 0 as early as 2013/14, IBL project was a boost to R&D
- coherent planning for Phase I & II on the way

‣ Technological challenge to cope with high luminosity environment
- new hardware components
- new algorithmic solutions ins simulation/reconstruction

‣ By today ATLAS has recorded more than 1 fb-1 !
Looking forward to the remaining 2999 and the results they’ll bring ;-)
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‣ Micro-Strips:

- chose n-in-p (currently p-in-n) :
faster signal collection,
cheaper production, doesn’t need
full depletion 
(prototype delivered by Hamamatsu)

very good and uniform front end performance
(noise, gain, pedestal, threshold); low dead channel count
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EVENT GENERATION
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LHC luminosity increase and leveling
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Figure 137. FEA simulation of the temperature distribution in the IBL package, for a configuration with
titanium cooling pipes and an evaporation temperature of the cooling system of -40 ◦C.

behaviour at full temperature. This will include measurements of basic time constants and
∆T of IBL staves relative to beam pipe temperatures. The tests will include turning off single
IBL cooling loops and following the temperature evolution of the affected staves, as well as
turing off the full detector cooling at reduced VI temperatures.

2. Bake-out Phase 1. The temperature of the beam pipe sections which are not NEG coated are
brought up to 250-350 ◦C with a ramp rate of about 30 ◦C/hr, then kept at temperature for 22
hours, then ramped back down again. During this period, the NEG-coated parts are kept at
about 130 ◦C.

3. Bake-out Phase 2. The temperatures of the NEG parts are brought up to 200-220 ◦C. The
ramp rate is about 50 ◦C per hour, and the time at full temperature is again about 22 hours.

4. Bake-out Phase 3. The complete beam pipe cools down for a fraction of a day, and final
vacuum quality measurements are done.

While there is experience with the bake-out process with the present Pixel system and beam
pipe, the actual temperatures on the new package are driven by the IBL geometry and the new beam
pipe specifications. To obtain a first overview of the temperature distribution and the thermal load
on modules and sensors, the influence of convection and radiation have been assessed in a thermal
FEA simulation. The results presented here are based on a layout with 15 staves, a sensor radius
of 37 mm and absence of IST. The study is constantly updated with the most recent baseline IBL
geometry. Figure 137 shows the temperature distribution for a configuration with titanium cooling
pipes and an evaporation temperature of the cooling system of -40 ◦C. The simulation yields a
maximum sensor temperature of -0.3 ◦C, that is well below the engineering limit of 40 ◦C and in
a temperature range where the anti-annealing behaviour of the silicon sensors is not significantly

– 185 –
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Markus Elsing

Heavy Ion Tracking

•high multiplicity tracking
! adapt seed !nding                                                                       

(z vertex constraint to save CPU)
! tighten hit requirement to control fakes in                

central events  (similar to sLHC setup)

•excellent tracking performance
! as well good testing ground for high in-time pileup 
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Pixel Tracklets

SCT

Pixel

TRT
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