
US cloud summary for the week of June 22 - June 29, 2022: 

====================================================== 

Reports from the ADC Weekly and ADCoS meetings:
https://indico.cern.ch/event/1168435/contributions/4906506/attachments/2471032/4239353/
CRCreport20220628.pdf  (CRC report)

General news / issues during the past week:

6/27: ADC Technical Coordination Board:
No meeting this week.

6/28: ADC Weekly meeting:
https://indico.cern.ch/event/1168435/

    Ops Round Table:
• NTR

    'AOB' summary:

• None this week

6/28 - 29: VOMS service at CERN was down.

======================================================

Site-specific issues:

6/25: MWT2 - squid service degraded (host: iut2-slate.mwt2.org). A network switch went down and 
took the node off-line. The switch was re-started, issue resolved. https://ggus.eu/?
mode=ticket_info&ticket_id=157847 was closed on 6/27.

6/28:  NET2 - Pilot job failures ("submission command failed (exit code = 1) (stdout:) (stderr:)" ). 
Pilots were failing due to an authentication issue that came up while bringing a new CE on-line. 
https://ggus.eu/?mode=ticket_info&ticket_id=157861 was closed the next day.
https://atlas-adc-elisa.cern.ch/elisa/display/4932?logbook=ADC.
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Follow-ups from earlier reports:

(i) 6/21:  NET2 - job failures due to stage-in timeouts ("copy command timed out: TimeoutException: 
Timeout reached, timeout=4069 seconds')]:failed to transfer files using copytools=['rucio']"). 
https://ggus.eu/?mode=ticket_info&ticket_id=157808 in progress, 
https://atlas-adc-elisa.cern.ch/elisa/display/4893?logbook=ADC. 
Update 6/23: Saul reported that jobs failing at BU had the error "One of the PFNs does not match the 
Rucio expected PFN" followed by a truncated traceback. Not clear whether this was a site issue. Errors 
stopped, so ggus 157808 was closed.   
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