
…in which I’m (marginally) involved!

Some INFN projects on fast electronics… 

Angelo Rivetti



Overview

• Fast timing electronics for 

• Hybrid pixels 

• LGAD 

• SiPM 

• CMOS sensors



Front-end for LGADs - 1
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The FAST project

In the past 5 years, the Torino UFSD group has been working on the development of ASIC tailored to 
readout UFSD sensors with about 2 pF of capacitance. 
The first two ASICs have been: 
1. ABACUS [1] (Asynchronous logic Based Analog Counter for Ultra fast silicon Strips)
2. TOFFEE [2] (Time Of Flight Front End readout Electronics). 

Leveraging on these first 2 ASICs, the family of FAST (Front-end Amplifiers for Silicon detectors in Timing 
applications) ASICS was designed. 

N. Cartiglia, F. Fausti, J. Olave, A. Martinez
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The FAST Architecture
FAST is designed in a commercial 110 nm CMOS technology, specifically optimized for UFSD of 3-6 pF in a temperature 
range between -30 and +50 Celsius degrees. FAST has been developed with particular attention to reducing the power 
consumption by a factor 10 compared with the previous ASICs. 

The channel architecture consists of a Trans-Impedance Amplifier (TIA) and a second amplification stage based on a 
common source amplifier (CS). This first part is followed by a two stages leading edge discriminator with Pulse Width 
Regulator (PWR) to tune the digital output duration and an LVDS driver. 

The latest version, FAST3, comes in 3 flavours (delivery Q4/2022):
• FAST3_A: A 16 channels ASIC, with analogue output (no discriminator stage)
• FAST3_D: A 20-channel ASIC with an amplifier and discriminator stage,  with discriminated output
• FAST3_ALCOR: A 32-channel ASIC, includes the optimized front-end stage used in FAST3_A, a discriminator stage, 

time to digital converter (TDC), and a digital control unit reaching a time resolution lower than 40 ps. 

S ingle channel  deta i l s :  
• Power l im i ted to  1 .5  mW/ch
• Des igned for  1  proton MIP in  50  !m th ick UFSD sensor  
• Sensor  cap:  1  pF  – 6  pF  
• bandwidth :  ~  400 MHz
• Gain:  ~  31mV/fC( 8  regulat ions)
• Noise:  ~  640e-
• SNR(MIP) :  ~  75
• Max h i t  rate:  300 MHz

FAST3_A and FAST3_D 

Front-end for LGADs - 2



Front-end for LGADs - 3

FAST2 Test results: Custom board

• Number of PADs: 140 (46 for the POWER) 
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PCB layout Chip Footprint

LVDS outputs

Digital inputs (FPGA)

Converters (diff to SE)

Temperature sensor

ASIC

~4 mm
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FAST2 Test results: Time resolution

ØThe UFSD + FAST2 system achieves a time
resolution around 36 ps applying an input charge
of 16 fC. The time resolution test was realized at
room temperature.

ØThe time resolution was measured by extracting
all waveforms and applying the CFD.

Figure 11. Experimental time resolution of UFSD + FAST2 
system using the beta telescope br90 (Landau uncertainy).

20-24 September, 2021
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FAST2 Test results : full time resolution
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ØThe time resolution is dominated by two important
uncertainty sources: The jitter (electronics) and the
Landau noise.

ØThe landau uncertainty derives from the MIP non-
uniformity energy deposition, and its contributions is
around 30 ps.

ØThe full time resolution of the UFSD-ASIC system is 
measured using a beta telescope (Sr90 beta). 

Figure 9. Experimenal setup which includes Sr90 beta, 
UFSD and FAST2_A ASIC.

20-24 September, 2021
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FAST2_A Test results: Waveform

ØThe UFSD + FAST2_A system presents a rising time
of 1.6 ns, and it saturates at 400 mV. The saturation
is achieved with input charge higher than 40 fC.

ØThe circuit develops a total RMS noise of 2 mV.

Figure 10. Output waveform of UFSD + FAST2_A system using 
the beta telescope br90 (Landau uncertainy).

20-24 September, 2021
TWEPP 2021 Topical Workshop on Electronics for Particle Physics
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Including also TDC…

UMC 110 nm, now in production



Timing with CMOS sensors

• Attract FastPix 

• ALICE ITS3 (C. Ferrero) 

• LF 110 nm (ARCADIA project



ATTRACT FastPix
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A B S T R A C T

In the ATTRACT project FASTPIX we investigate monolithic pixel sensors with small collection electrodes in
CMOS technologies for fast signal collection and precise timing in the sub-nanosecond range.

Deep submicron CMOS technologies allow tiny, sub-femtofarad collection electrodes, and large signal-to-
noise ratios, essential for very precise timing. However, complex in-pixel circuits require some area, and one of
the key limitations for precise timing is the longer drift time of signal charge generated near the pixel borders.
Laying out the collection electrodes on a hexagonal grid and reducing the pixel pitch minimize the maximum
distance from the pixel border to the collection electrode. The electric field optimized with TCAD simulations
pulls the signal charge away from the pixel border towards the collection electrode as fast as possible. This
also reduces charge sharing and maximizes the seed pixel signal hence reducing time-walk effects. Here the
hexagonal geometry also contributes by limiting charge sharing at the pixel corners to only three pixels instead
of four. We reach pixel pitches down to about 8.7 �m between collection electrodes in this 180 nm technology
by placing only a minimum amount of circuitry in the pixel and the rest at the matrix periphery. Consuming
several tens of micro-ampere per pixel from a 1.8 V supply offers a time jitter of only a few tens of picoseconds.
This allows detailed characterization of the sensor timing performance in a prototype chip with several mini
matrices of 64 pixels each with amplifier, comparator and digital readout and 4 additional pixels with analog
buffers. The aim is to prove sensor concepts before moving to a much finer line width technology and fully
integrate the readout within the pixel at lower power consumption.

1. Small collection electrode CMOS sensors

CMOS technologies offer a cost-effective monolithic integration of
sensor and electronics, combining high granularity and low mate-
rial budget with an overall reduction of the production efforts [1].
For a given bandwidth (speed), signal to noise ratio and collected
charge signal a smaller capacitance allows for a lower analog power
consumption [2].

A low capacitance sensor requires a small collection electrode where
the in-pixel read-out circuit is placed outside the electrode with proper
shielding to avoid collection of signal charge by parts of the circuit
other than the designated collection electrode. The TowerJazz 180 nm
CMOS imaging sensor process shown in Fig. 1(a) offers a high resistivity
epitaxial layer (> 1 k⌦ cm) with a typical thickness of 25 �m. A
2 ù 2 �m2 n-well collection electrode is located at the center of the
pixel sensing volume with a junction capacitance of ˘ 2 fF. The deep-
p-well layer provides shielding from the circuit n-wells. The sensor
epitaxial layer is not uniformly depleted and the charge collection time

< Corresponding author.
E-mail address: thanushan.kugathasan@cern.ch (T. Kugathasan).

is therefore limited by diffusion (˘ 100 ns). This process is used for
the ALPIDE pixel sensor [3] for the upgrade of the Inner Tracking
System of the ALICE experiment. To achieve full lateral depletion
of the sensor volume, the process has been modified [4] adding an
uniform low dose n-layer under the deep p-well, as shown in Fig. 1(b).
Although the charge is collected by drift, the main limitation for timing
application is the low electric field in the pixel corners: for a pixel
pitch of tens of micrometers the charge collection time can be up to
tens of nanoseconds. For faster charge collection by drift and reduced
charge sharing, the strength of the lateral electric field in the corner
region can be increased by introducing a lateral gradient in the doping
profile [5]. This can be achieved with a gap in the n-layer at the pixel
edges as show in Fig. 1(c) or with the introduction of an extra deep-p
implant as shown in Fig. 1(d). For fast timing applications requiring
sub-nanosecond resolution, the electric field lines can be further bent
towards the collection electrode combining the extra deep-p implant
and the gap in n-layer at the pixel corners as shown in Fig. 1(e).

https://doi.org/10.1016/j.nima.2020.164461
Received 16 March 2020; Received in revised form 16 July 2020; Accepted 20 July 2020
Available online 27 July 2020
0168-9002/© 2020 Published by Elsevier B.V.
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Fig. 8. FASTPIX layout (5.3 ù 4.1 mm2) with a detail of the 8.66 �m pitch hexagonal grid and zoom on 7 pixels.

Fig. 9. On chip readout circuit.

capacitance Cp. The input voltage signal is buffered by the first stage
PMOS source follower consisting of input transistor M4 and M3 to set
the bias current IBIASP. The output net SOURCE follows the input
net and M4 gate–source capacitance is compensated. The output net
SOURCE is fed back to gate and bulk of the reset transistor M2 to
compensate its gate–drain and bulk-drain capacitance at the IN node.
The SOURCE line is routed outside the pixel matrix to the second stage
NMOS source follower consisting of input transistor M5 and M6 to set
the bias current IBIASN. The output SF_OUT is connected back to the
drain of the in-pixel source follower input transistor M4 to compensate
its gate–drain capacitance. In each matrix 64 pixels arranged in 4 rows
and 16 columns have a one-to-one connection to 64 discriminators in
the periphery. The discriminated signal is merged on a single line with
a fast- or logic and transmitted off-chip with a LVDS driver. In each
matrix 4 pixels are connected to 4 fast analog monitoring channels that
buffer the second source follower output to the A_OUT analog output
pad.

Fig. 10 shows the transient voltage signals at the sensor input
node (V_IN), after the first stage (V_SOURCE), after the second stage
(V_SF_OUT) and at the output pad (V_A_OUT). The signals have a
negative polarity because of negative charge collection on the n-well
electrode. In this example the charge collection time was set to 100
ps, after this time the sensor voltage signal is equal to Qin/(Cd +Cp).
The capacitance compensation mechanism is limited by the first stage
reaction time of about 1 ns. Therefore, the signal amplitude at the input
node voltage increases as the compensation evolves. When Cp is fully
compensated the total amplitude is equal to Qin_Cd. After the first stage
the signal is buffered at the output pad with no speed penalty.

Fig. 10. Analog transient signals for Qin = 100 e*, Cd = 1 fF and a collection time
of 100 ps.

The circuit is designed to have enough bandwidth to resolve the
sensor timing performance in the sub-nanosecond range. Fig. 11 shows
the analog output pad time-walk simulation results for charge collec-
tion time values of 0.1 ns and 1 ns with threshold setting values of 33*

e and 66 e*. The summary of the expected circuit performance is given
in Table 1.
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Fig. 1. Cross section of variations of the TowerJazz 180 nm CMOS imaging sensor process. (a) Standard process (b) Modified process with low dose n-implant (c) with gap in
the low dose n-implant (d) with extra p-type implant (e) with extra p-type implant and with gap in the low dose n-implant.

The charge collection time is determined by the electric field
strength and the distance between the charge ionization point and the
collection electrode. The interaction points of the ionizing particles
are uniformly distributed over the pixel area. The time resolution is
limited by the charge collection time difference between the hits in the
central region and the corner regions. For this reason, one of the key
limitations for precise timing is the longer drift time of the signal charge
when it is generated near the pixel borders. For a given pixel area,
defined by the circuit functionality, the maximum distance between
the pixel corner and the collection electrode can be reduced by placing
the electrodes on a hexagonal grid instead of the standard square array.
An additional advantage is that charge sharing at the pixel corners is
limited to only three pixels instead of four. The reduction of charge
sharing increases the signal in the seed pixel decreasing the threshold
crossing time of the signal. In our design the capacitance seen on the
collection electrode is strongly dominated by the capacitance between
the n-type diffusion and its metal connection on one hand and the
surrounding pwell on the other, which does not change when going to
a hexagonal grid. Also, the much smaller capacitance to the substrate
does not change significantly, so in practice the electrode capacitance
is virtually unaffected by a change from square to hexagonal grid.

In the proposed FASTPIX concept the pixels are on a hexagonal grid
and the extra p-type implant and gap in the n-layer are implemented
as shown in Fig. 2(b). A comparison of charge collection between a
pixel on a hexagonal grid versus a pixel on a square grid is shown in
Fig. 3. In the square grid we define r as the maximum distance from

the pixel corner to the collection electrode. For the same pixel area on
a hexagonal grid the maximum distance decreases to 0.88 r.

The pitch is the distance (direct line) from a collection electrode
to the closest collection electrode. The pitch for the hexagonal grid is
10 �m, the pitch of the square case is 9.3 �m and it has been adapted
to obtain the same area for circuitry.

The hexagonal geometry also contributes to reduce charge sharing
as at the pixel corners is limited to only three pixels instead of four.

2. Collection electrode design optimization

The collection electrode design is optimized using Technology Com-
puter Aided Design (TCAD) simulations that compute the electric field
in the sensor taking in account the geometry and doping profiles. The
detailed electric field is used to perform a simulation of a particle
incident with a time-resolved transient-current simulation to study the
charge collection speed [6]. The dimension of the n-well collection
electrode and the distance of the surrounding p-type implants is defined
by a tradeoff between small capacitance for better analog performance
and strong electric field for fast charge collection.

A small collection electrode has a small capacitance, however the
size has to be large enough to create a strong electric field and a good
contact to the low dose n-type implant underneath. A charge collection
transient simulation for electrodes of 1 �m and 0.5 �m width is shown
in Fig. 4. The pixel is on a staggered grid with a pitch of 20 �m, this
corresponds to an irregular hexagonal grid where the distance between
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Vback @ 50 mW/cm2

Further improvements 
could be reached with 
higher voltages applied to 
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ARCADIA TCAD simulation

ARCADIA 10µm pitch pixel
Small collection electrode
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ARCADIA 10µm pitch pixel
Small collection electrode

Sensor thickness = 50 µm
Epi thickness = 7 µm
Backside voltage = Vpt

To improve the results:
- higher backside voltage 

(10-50 mW/cm2)
- thicker epi layer (8µm)
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ARCADIA TCAD simulation
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thk
[um]

pitch 
[um]

epi
[um] Vn [V] Vpt [-V] Vpw [-V]

10 mW/cm2

50 50 7 3.3 -29.1 -33.1

Sensor thickness = 50 µm

Epitaxial layer thickness = 7 µm (next: 8 µm)

Vnwell = 3.3 V

Vback = onset of punch through (can be increased)

Capacitance: ~ 33 fF

Deep p-well only on two sides of the pixel to host 
transistors

ARCADIA 50µm pitch pixel
Large collection electrode

Deep p-well only on two sides 
of the pixel to host transistors

7• L. Pancheri and coworkers

• Studies done in the preparation of the ALIC3 LoI



In LF 110 nm
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• With gain

• Both in production, to be tested soon
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ƨțƨƉʚɼɄȳǶƉʌ

࣢ ó˝ǶʚƉǫƨƕ ʚƨƉǫȳǶɸʯƨ ʚɄ ƉɄȭɱƨȳʌŗʚƨ ʚǫƨ Ʉ˽ʌƨʚ
ǶȳƕʯƉƨƕ ſ˦ ʚǫƨ ȭǶʌȭŗʚƉǫࣘ
ࣱࡹ ¶˽ʌƨʚ ƉɄȭɱƨȳʌŗʚǶɄȳࣘ ĞǮȩऌǮȩˉƣɮʋƣɮ = ĞȹʠʋऌǮȩˉƣɮʋƣɮ
ࣱࡽ ÿǫɼƨʌǫɄțƕ ǶȳȍƨƉʚǶɄȳ ࣯*ʋǣɮࣱ

࣢ ÿɄÿ ȭƨŗʌʯɼƨȭƨȳʚ Ƕʌ ƉŗɼɼǶƨƕ Ʉʯʚ ſ˦ ŗ țǶȳƨŗɼ ˙Ʉțʚŗǖƨ
ɼŗȭɱ ࣯*ʋǣɮࣱ
−→ ÿǶȭƨ ˝ŗțȕ ƉɄɼɼƨƉʚǶɄȳ

࣢ ¶ʯʚɱʯʚ țɄǖǶƉ ʚɄ ŗ˙ɄǶƕ ʌɱʯɼǶɄʯʌ ƨ˙ƨȳʚʌ ŗȳƕ ĬEÿ¶
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óǶȭʯțŗʚǶɄȳʌ

࣢ ਎ ࣢ ࢅࡹࣩࡱࡹ

ÿɼŗȳʌǶƨȳʚ ŗȳŗț˦ʌƨʌࣗ Ƕȳɱʯʚ Ɖʯɼɼƨȳʚ ʌɄʯɼƉƨ ʯʌƨƕ ǑɄɼ
ȭɄƕƨțǶȳǖ ʚǫƨ ʌƨȳʌɄɼ
ࡱࡱࡹ ɼʯȳʌࣗ ʌǶǖȳŗțʌ ŗɼƨ ǶȭɱɄɼʚƨƕ ǑɼɄȭ ʚǫƨ ʌŗȭɱțƨʌ
ɱɼɄ˙Ƕƕƨƕ ſ˦ ʚǫƨ ʌƨȳʌɄɼ ʌǶȭʯțŗʚǶɄȳ ǖɼɄʯɱ

࣢ ÿǫƨ ʌƨȳʌɄɼ Ƕʌ ȭɄƕƨțƨƕ ŗʌ ŗ Ɖʯɼɼƨȳʚ ʌɄʯɼƉƨ Ƕȳ ɱŗɼŗțțƨț ʚɄ ŗȳ Ƕƕƨŗț ƉŗɱŗƉǶʚɄɼ
࣢ óǶȭʯțŗʚǶɄȳʌ ǫŗ˙ƨ ſƨƨȳ ƉŗɼɼǶƨƕ Ʉʯʚ ˝Ƕʚǫ ʌŗȭɱțƨʌ ɄǑ ࡱࡱࡹ ɼƨŗțǶʌʚǶƉ ʌǶǖȳŗțʌࣗ ɼŗȳƕɄȭț˦ ǖƨȳƨɼŗʚƨƕ ˝Ƕʚǫ ��âyķࡽ†
࣯¡yâ ࡱࡱࡽ ¡ƨĬ ȭʯɄȳࣱ

࣢ ,�6 ʌǶȭʯțŗʚǶɄȳʌ ࣘ
࣢ ÿɼŗȳʌǶƨȳʚ ŗȳŗț˦ʌǶʌ
࣢ �, ŗȳŗț˦ʌǶʌ
࣢ ¥ɄǶʌƨ ŗȳŗț˦ʌǶʌ
࣢ ¡Ʉȳʚƨ ,ŗɼțɄ ɱɼɄƉƨʌʌ ŗȳƕ ȭǶʌȭŗʚƉǫ
࣢ âɄʌʚ țŗ˦Ʉʯʚ ʌǶȭʯțŗʚǶɄȳʌ

࣢ ÿǶȭƨ ɼƨʌɄțʯʚǶɄȳ Ƕʌ ƨʌʚǶȭŗʚƨƕ ʯʌǶȳǖ ʚǶȭƨ ˝ŗțȕ ƉɄɼɼƨƉʚǶɄȳʌ
࣢ � ƉŗțǶſɼŗʚǶɄȳ Ɖʯɼ˙ƨ Ƕʌ ƕƨ̇ȳƨƕ ſ˦ ̇ʚʚǶȳǖ ࢑ ɱŗǶɼʌࣘ ࣯ʋƐǮɾƅ ࣗ ∆ʋɾǮǐࣱ††
࣢ ÿǫƨ ƉŗțǶſɼŗʚǶɄȳ Ɖʯɼ˙ƨ Ƕʌ ʯʌƨƕ ʚɄ ƉɄȭɱʯʚƨࣘ

σʋ ঋ ɮȣɾ∆ʋȹʠʋ =
√∑

((ʋȹʠʋऌǮ−ʋʋˍऌƅŗȑऌǮ)−<ʋȹʠʋ>)ࡽ

�

† �ࣖ âŗȳƉǫƨɼǶࣗ �ࣖ 6ƨ ,ǶțțŗƕǶ †† ʚƐǮɾƅ ঋ ʚ (Ğȹʠʋ = ࢉ.ࡱ ∗ ĞƐƐ)ࣗ ∆ʋɾǮǐ Ƕʌ ʚǫƨ Ʉʯʚɱʯʚ ʌǶǖȳŗț ɱʯțʌƨ ˝Ƕƕʚǫ
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Time-walk correction

bɼɄȳʚࣽEȳƕ �ɼƉǫǶʚƨƉʚʯɼƨ

࣢ ਎ ࣢ ࢅࡹࣩࢍ
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9UHIBVZ
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ocn_1
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out_disc

Ms0

Ms1

Ms2

Ms3

Ms4

Ms5

casp

casn

ibias

rsprsn

Cf

gnd

casn1

ibias1

in

gn
d

gnd

gnd

R0

vdd_3v3

vd
d_

3v
3

M1

M2

M3

M4

M0

M5

analog_ctrl

vdd_1v2 vdd_1v2 vdd_1v2

Vref_sw

bɼɄȳʚࣽƨȳƕ ŗȭɱțǶ̇ƨɼࣗ ࢁࣖࢁ Ĭ ʚɼŗȳʌǶʌʚɄɼʌ �ƨŗƕǶȳǖ ƨƕǖƨ ƕǶʌƉɼǶȭǶȳŗʚɄɼࣗ ࡽࣖࡹ Ĭ ʚɼŗȳʌǶʌʚɄɼʌ

࣢ ,ó�ࣘ ÿƨțƨʌƉɄɱǶƉ ƉŗʌƉɄƕƨ ŗȭɱțǶ̇ƨɼ ˝Ƕʚǫ ʌɱțǶʚ ſǶŗʌ
Ɖʯɼɼƨȳʚ

࣢ ࢁࣖࢁ Ĭ ÿɼŗȳʌǶʌʚɄɼʌ ŗțțɄ˝ ʌƨȳʌɄɼ ſǶŗʌǶȳǖ ŗʚ ࢍࣖࡽ Ĭ
˝ǫǶƉǫ ŗțțɄ˝ʌ ǑɄɼ ſƨʚʚƨɼ ɱƨɼǑɄɼȭŗȳƉƨʌ

࣢ ,ǋ ঋ ࢁࣖࡽ Ǒbࣗ yࡹ ঋ ࡱࢉ µ�ࣗ yࡽ ঋ ࡱࡱࢅ µ�

࣢ �ƨŗƕǶȳǖ ƨƕǖƨ ƕǶʌƉɼǶȭǶȳŗʚɄɼ
࣢ ÿǫƨ ƉŗɱŗƉǶʚǶ˙ƨ ƉɄʯɱțǶȳǖ ŗțțɄ˝ʌ ǑɄɼ ࡽࣖࡹ Ĭ
ƨțƨƉʚɼɄȳǶƉʌ

࣢ ó˝ǶʚƉǫƨƕ ʚƨƉǫȳǶɸʯƨ ʚɄ ƉɄȭɱƨȳʌŗʚƨ ʚǫƨ Ʉ˽ʌƨʚ
ǶȳƕʯƉƨƕ ſ˦ ʚǫƨ ȭǶʌȭŗʚƉǫࣘ
ࣱࡹ ¶˽ʌƨʚ ƉɄȭɱƨȳʌŗʚǶɄȳࣘ ĞǮȩऌǮȩˉƣɮʋƣɮ = ĞȹʠʋऌǮȩˉƣɮʋƣɮ
ࣱࡽ ÿǫɼƨʌǫɄțƕ ǶȳȍƨƉʚǶɄȳ ࣯*ʋǣɮࣱ

࣢ ÿɄÿ ȭƨŗʌʯɼƨȭƨȳʚ Ƕʌ ƉŗɼɼǶƨƕ Ʉʯʚ ſ˦ ŗ țǶȳƨŗɼ ˙Ʉțʚŗǖƨ
ɼŗȭɱ ࣯*ʋǣɮࣱ
−→ ÿǶȭƨ ˝ŗțȕ ƉɄɼɼƨƉʚǶɄȳ

࣢ ¶ʯʚɱʯʚ țɄǖǶƉ ʚɄ ŗ˙ɄǶƕ ʌɱʯɼǶɄʯʌ ƨ˙ƨȳʚʌ ŗȳƕ ĬEÿ¶

,ɄȳʚɼɄț $țɄƉȕʌ

࣢ ਎ ࣢ ࢅࡹ࢑ࣩ

gnd

gn
d

vdd_3v3
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d

vdd_3v3
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ramp

ramp_b

iramp
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Cramp

Vref2 Vref1
bias_sf

rfn_1 rfp_1
rfn_2 rfp_2 out_sf

in_sf

alcor_read

alcor_read_b
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alcor_read_b

gnd

alcor_read

alcor_read_b

gnd

alcor_read

alcor_read_b

gnd

alcor_read

alcor_read_b

gnd

alcor_read

alcor_read_b

ck

D Q

set_read

ck

D Q

set_read

vdd

vdd

vdd

vdd

vdd

gnd

gnd

gnd

alcor_read_b

gnd

alcor_read_b

gnd

read_in

read_out

Cr1

Cr0

࣢ � ࢁࣖࢁ Ĭ ʌɄʯɼƉƨ ǑɄțțɄ˝ƨɼ Ƕʌ ʯʌƨƕ ʚɄ ǶȳȍƨƉʚ ʚǫƨ ʚǫɼƨʌǫɄțƕ ŗȳƕ
ƕǶʌƉǫŗɼǖƨ ʚǫƨ ȳɄƕƨ

࣢ ó˝ǶʚƉǫƨƕ ʚƨƉǫȳǶɸʯƨ ʚɄ ɱɼɄƕʯƉƨ ŗ ˙Ʉțʚŗǖƨ ʌʚƨɱ ࣯ʚǫɼƨʌǫɄțƕࣱ
࣢ *ɮŗȣɤ Ƕʌ ƕǶʌƉǫŗɼǖƨƕ ſ˦ Ɖʯɼɼƨȳʚ ʌʚƨƨɼǶȳǖ ʚɄ ǖƨȳƨɼŗʚƨ ŗ
˙Ʉțʚŗǖƨ ɼŗȭɱ

࣢ ,ǫŗȳȳƨț Ʉʯʚɱʯʚʌࣘ
ࡽ ƕǶ˽ƨɼƨȳʚ ɼƨŗƕɄʯʚ ȭɄƕƨʌ ǫŗ˙ƨ ſƨƨȳ Ƕȭɱțƨȭƨȳʚƨƕࣘ

࣢ �ȳŗțɄǖ Ɖʯɼɼƨȳʚ ȭɄƕƨ ࣯��,¶éࣱ
࣢ 6ǶǖǶʚŗț ȭɄƕƨ ࣯ƨ˥ʚƨɼȳŗț ÿ6,ࣗ ƉŗțǶſɼŗʚǶɄȳ ˝Ƕʚǫ ɄʌƉǶțțɄʌƉɄɱƨࣱ

࣢ ��,¶é Ƕʌ ŗ ƉǫǶɱ ƕƨʌǶǖȳƨƕ ſ˦ y¥b¥ ࣯ ! ࢉࡽ ɱʌ ɼƨʌɄțʯʚǶɄȳ†ࣱ
࣢ ��,¶éऒʌ bE ɼƨŗƕʌ Ɖʯɼɼƨȳʚ ɱʯțʌƨʌ

࣢ yȳ ʚǫƨ ŗȳŗțɄǖ Ɖʯɼɼƨȳʚ ɼƨŗƕɄʯʚࣗ ŗ ƕƨƕǶƉŗʚƨƕ ƉǶɼƉʯǶʚ ɱɼɄƕʯƉƨ Ɖʯɼɼƨȳʚ
ɱʯțʌƨʌ ǑɼɄȭ ʚǫƨ țƨŗƕǶȳǖ ŗȳƕ ʚɼŗǶțǶȳǖ ƨƕǖƨʌ ɄǑ ʚǫƨ Ɖǫŗȳȳƨț Ʉʯʚɱʯʚʌ

† ��,¶é Ɖŗȳ ɼƨŗƉǫ ŗ ſƨʚʚƨɼ ɼƨʌɄțʯʚǶɄȳ ʚǫŗȳ ʚǫŗʚࣗ ʚǫƨ ɱɼƨʌƨȳʚƨƕ ŗɼƉǫǶʚƨƉʚʯɼƨ ǫŗʌ ŗȳ ƨ˥ɱƨƉʚƨƕ ʚǶȭƨ
ɼƨʌɄțʯʚǶɄȳ! ࡱࢍ ɱʌ
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Output stage

��,¶é

࣢ ਎ ࣢ ࢅࡹࣩ࢕

࣢ ÿǫƨ ŗȳŗțɄǖ ɼƨŗƕɄʯʚ Ƕʌ ʯʌƨƕ ʚɄ ȭƨŗʌʯɼƨ ʚǫƨ ʚǶȭƨ Ʉ˙ƨɼ ʚǫɼƨʌǫɄțƕ ˝Ƕʚǫ ��,¶é
࣢ ÿ˝Ʉ ȳƨǖŗʚǶ˙ƨ Ɖʯɼɼƨȳʚ ʌǶǖȳŗțʌ ŗɼƨ ǖƨȳƨɼŗʚƨƕ ŗʚ ʚǫƨ țƨŗƕǶȳǖ ŗȳƕ ʚɼŗǶțǶȳǖ ƨƕǖƨʌ ɄǑ ʚǫƨ ࡽ ƉɄțʯȭȳ
Ʉʯʚɱʯʚ ʌǶǖȳŗț

࣢ 6ǶǖǶʚŗț Ɖƨțțʌࣗ Ɖʯɼɼƨȳʚ ʌǶǖȳŗț ɱɄțŗɼǶʚ ࣗ˦ ŗȳƕ ʚǫƨ ƉŗɱŗƉǶʚŗȳƉƨʌ ɄǑ ʚǫƨ ƉǶɼƉʯǶʚ ǫŗ˙ƨ ſƨƨȳ ʌʚʯƕǶƨƕ ˝Ƕʚǫ
ɱŗɼŗȭƨʚɼǶƉ ŗȳŗț˦ʌƨʌ ʚɄ ǖʯŗɼŗȳʚƨƨ ŗ ǖɄɄƕ ʌǶǖȳŗț ƕǶʌƉɼǶȭǶȳŗʚǶɄȳ ſ˦ ʚǫƨ bE

࣢ óǶȭʯțŗʚǶɄȳʌ ɄǑ ��,¶éऒʌ bE ŗɼƨ ʌǫɄ˝ȳ Ƕȳ ʚǫƨ ɱțɄʚʌ ǑɄɼ ƕǶ˽ƨɼƨȳʚ ˙ŗțʯƨʌ ɄǑ ʚǫƨ ƉŗɱŗƉǶʚɄɼʌ
Ƕȭɱțƨȭƨȳʚƨƕ Ƕȳ ʚǫƨ ɼƨŗƕɄʯʚ țɄǖǶƉ
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Introduction CMOS Sensors’ Electronics Simulation Results Layout

Very Front-End

• The sensor node is biased up to 40 V (Rbias ' 1 M⌦)

• C0 couples the HV in-node to the fe input (Momcap ' 700 fF)

• 2 flavours:
a: C0 from the cap library m23
b: C0 full custom, m345,
greater fingers distance

• Cd = 127 fF

.
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Introduction CMOS Sensors’ Electronics Simulation Results Layout

Output Buffer

• The analog output of the channel is
buffered at the matrix periphery

• 3.3 V Transistors, ac coupled source
follower

.

bias_bu�er_3v3

gnd

gn
d

vdd_3v3

M1

M0

Rbsln

out
gn

d

sw_p M3

sw_n M2

bsln_bias_bu�er_3v3

C

in

3 / 13



Back to hybrids

 18

First
Prototype:

the
T

im
espot0

A
nalog-FE

Vdd

Vdd

Vcas1

VcasP1

VbiasP1

Mi1

Mi3sw25 sw50 sw100

Mi2

Ma1

VD,out

TPin

TPin

CIC CA

KF

OCC

SF

CSA

LED

Mi4

Mi5

Mi6

Mi7 Mi8 Mi9

VcasP2

VbiasP2

Ma2

Ma3

Ma4 Ma6

Ma5

VbiasK

VbiasK/2

Mk1

Mk2

Mk3

Mk4

Mk5

Cf

Cinj

Cs25 Cs50 Cs100

MCk

VbiasSF

Ms2

Ms1

VrefK

CAC

Md1

Md2

Md3

Md4

Md5

Vbl/Vthr

Md6

Md7

Md8

MCo

sw1

sw2

sw2

Mo1

Mo2Mo3

Mo4

Md9

Md10

VA,out

Vsf

Vin

VD,in

Vout

CD

Vbiasd1 Vbiasd2

VA

Vcasd

Figure 3.7: Transistor level schematic of the Analog Front End channel. The bias circuit is omitted for sake of clarity.
The relevant blocks described in the text are labelled as: Charge Injection Circuit (CIC), Charge Sensitive Amplifier
(CSA), Krummenacher Filter (KF), Core amplifier (CA), Source Follower (SF), Leading Edge Discriminator (LED),
Core Discriminator (CD) and O�set Compensation Circuit (OCC). Md2 and Md4 are thick oxide transistors.

66

• TimeSpot FE version 1 (L. Piccolo et al.)
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–
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Figure 5.15: Transistor level schematic of the pixel electronics of an AFE channel. The relevant blocks described in
the text are labelled as: Charge Injection Circuit (CIC), Charge Sensitive Amplifier (CSA), N-type Krummenacher
Filter (KFN), P-type Krummenacher Filter (KFP), Core amplifier (CA), Leading Edge Discriminator (LED), Core
Discriminator (CD) and O�set Compensation Circuit (OCC) and Power enable switches (PWR). Md2 and Md4 are
thick oxide transistors.

107

• TimeSpot FE version 2 (L. Piccolo et al.)



Can we exploit the signal rise time?

OZKAYA et al.: 64-Gb/s 1.4-pJ/b NRZ OPTICAL RX DATA-PATH IN 14-nm CMOS FinFET 3463

Fig. 9. Top-level schematic of the RX.

Fig. 10. TIA schematic. (a) Proposed. (b) Replica.

all the equations from any given set of parameters without
simplifying the TIA model, which covers a larger design space.

DFE can be implemented either as direct feedback or as
speculative DFE. On the one hand, direct feedback DFE
enables many taps to be equalized with relatively low com-
plexity. But the feedback loop delay still needs to be less
than 1 UI. On the other hand, with speculative DFE, complex-
ity grows exponentially with the number of taps, yet the timing
restriction can be relaxed using certain techniques as will be
explained in Section III. Since more than 1-tap DFE gives only
marginal advantage in terms of SNR while increasing circuit
complexity and power consumption significantly, we decided
to use a 1-tap speculative DFE.

III. ARCHITECTURE AND CIRCUITS

The block diagram of the RX architecture is shown in Fig. 9.
At the input of the RX, the average photo-current is can-
celled via a 12-bit current DAC, whose control bits are
set off-chip. During measurements, the input of the current
DAC is swept to find the value that minimizes the offset
at the output of the AFE. The ac portion of the signal is
converted into a voltage signal by the TIA and amplified
by a VGA afterward. The amplified signal is sampled by
four-way time-interleaved slicers to generate 1-tap speculative

decisions together with edge information for baud-rate CDR
(CDR loop is not included in this design and will be added in
the future versions). The total number of slicers driven by the
AFE is 12. After that, the speculative decisions are aligned
to a single quarter-rate clock and are resolved by the look-
ahead DFE logic. After being demultiplexed from quarter-rate
to 1/32 rate, 32 final decisions are fed to an on-chip pseudo
random bit sequence (PRBS) checker, which is synchronized
to the C32 clock (2 GHz) to calculate BER. The quarter-rate
clock phases φ0,90,180,270 are generated through a broadband
IQ generator, which is driven by a quarter-rate clock generated
off-chip.

A. TIA

The schematic of the proposed SFR TIA is given
in Fig. 10(a). The feedback path is composed of a 1.1-k"
resistor and NMOS transistors in parallel to adjust the equiv-
alent resistance down to 250 ". Since the signal swing is
small, the transistors stay in linear region behaving as linear
resistances. This approach reduces the parasitic capacitance
as compared with a solution, which consists of an array
of passive resistors with switches. This is because typically
passive resistors have larger parasitics than transistors. More-
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Fig. 14. Self-referenced TIA schematic for PSRR analysis.

to either VDD or GND, as shown in Fig. 14. It is easy to
deduce that the currents ii and io become zero if the following
condition is met:

Ci1

Ci2
=

gm p

gmn
= Co1

Co2
. (18)

In that case, the current through the feedback resistor becomes
zero, resulting in perfect cancellation of power supply ripple.
In our implementation, the TIA drives a VGA whose input
stage consists of a CMOS inverter with equal-sized PMOS
and NMOS transistors. Thus, the TIA output capacitance is
divided equally between VDD and GND (Co1 = Co2). Also
the PMOS and NMOS transistors that compose the CMOS
inverter of the TIA are sized equally, which matches the two
transconductances in this technology (gm p = gmn). Dividing
the input capacitance equally between VDD and GND is more
challenging. It consists of three parasitic capacitances. The first
one is the Cgs of the transistors, which is already split equally
between GND and VDD due to sizing of the transistors.
The second parasitic capacitance at the input node is the pad
capacitance. In general, this capacitance couples the pad to
substrate (connected to GND), creating an imbalance between
Ci1 and Ci2. One solution to circumvent this problem is to
add a power grid below the pad in the lowest metal layer to
couple the pad equally to VDD and GND. In the used 13-level
metal stack, this corresponds to a pad capacitance increase of
approximately 5%, which has no impact on sensitivity. The
last portion of the input capacitance comes from the PD. This
capacitance is coupled to the supply voltage of the PD outside
the chip and cannot be balanced as required for perfect PSRR.
However, it is decoupled from the TIA input by both the bond
wire and peaking inductances at high frequencies. On the other
hand, in a replica TIA design, the PD capacitance and the bond
wire inductance also creates an imbalance unless a dummy
PD is placed in the packaging, which may not be desirable in
practical applications, since it would increase both the cost of
packaging and the pitch width of the multi-channel design. The
PSRR simulations results of self-referenced TIA and replica
TIA are compared in Fig. 15. The worst PSRR performances
of all process corners for both cases were also provided in
the plot. As expected, the worst case was slow-NMOS-fast-
PMOS corner (fast-NMOS-slow-PMOS performs only slightly
better), since it is the corner that degenerates the gm p/gmn
ratio the most.

To summarize, the proposed self-referenced TIA provides
larger swing, lower noise, and similar PSRR as compared with

Fig. 15. PSRR comparison of self-referenced TIA and replica TIA.

a replica TIA while consuming half the power and layout area.
Moreover, the TIA has zero offset by design.

B. VGA

The high losses in the optical path may result in very small
current signals on the PD. As an example, a −12-dBm OMA
signal on a 0.5-A/W responsivity PD corresponds to a 32-µApp
photo-current. This signal is converted into a voltage signal
with a dc gain of around 700 !, resulting in 22.4 mV at
the output of the TIA. ISI further reduces the signal down
to 10–15 mV. Moreover, as explained in Section II-A,
the capacitive load at the output node of the TIA must be
low, which means the slicers, creating approximately 100-fF
load, cannot be driven by TIA directly.

In order to amplify the signal and drive the slicers, a VGA
was designed and placed after TIA. The schematic of the
VGA is given in Fig. 16. It consists of two transadmittance
transimpedance (TAS-TIS) stages. This structure is also known
as the Cherry–Hooper amplifier in literature [15]. The first
TAS-TIS stage is a CMOS-based design to match the common-
mode output of the TIA, which is around VDD/2. It must be
noted that the voltage gain on the TAS is very small (around 1)
due to the low input impedance of the TIS stage. This reduces
the Miller effect on the Cgd of the input transistors, minimizing
the total input capacitance. The dc gain of the first stage is
gm1 R f 1 and can be controlled by changing R f 1.

The output common mode of the first stage is adjusted to
match the input common-mode requirements of the second
stage by injecting current into the input of the TIS stage
creating a voltage drop on the feedback resistors R f 1. The
output signal of the first VGA stage is still pseudo differential.
That is, the TIA outputs V outn and V outp are amplified
separately (by the same gain), resulting in a larger swing
in Yp . As a result, the formal definition of the output common
mode (Yp + Yn)/2 is not a constant signal. Instead, the output
common mode is sensed from the low swing output node via
a low-pass filter, as shown in Fig. 16.

The second TAS-TIS is current mode logic (CML)-based
and converts the pseudo differential signal at its input into a
fully differential signal at its output. The input is connected
to two differential pairs. The inner pair is sized at a quarter of
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Abstract— A 64-Gb/s high-sensitivity non-return to zero
receiver (RX) data-path is demonstrated in the 14-nm-bulk
FinFET CMOS technology. To achieve high sensitivity, the RX
incorporates a transimpedance amplifier whose gain and band-
width are co-optimized with a 1-tap decision feedback equal-
ization (DFE). The DFE, which operates at quarter-rate, fea-
tures a look-ahead speculation to relax DFE timing to 4 unit-
interval. The analog front end includes a transadmittance tran-
simpedance inductorless variable gain amplifier, resulting in
a low power and compact front end. The RX, wirebonded
to a discrete GaAs photodiode, achieves an energy efficiency
of 1.4 pJ/bit and −5-dBm optical modulation amplitude while
recovering PRBS-7 data (bit-error-rate < 10−12) modulated by
a VCSEL driver with a 2-tap feed forward equalization (FFE)
(main + precursor) over 7 m of graded-index 50/125-µm mul-
timode fiber. The measured sensitivities at 56 and 32 Gb/s are
−9- and −13-dBm optical modulation amplitude, respectively.

Index Terms— Decision feedback equalization (DFE), I/O link,
non-return to zero (NRZ), optical receiver, receiver (RX), self-
timed comparator, sensitivity, shunt feedback, transimpedance
amplifier (TIA), variable gain amplifier (VGA).

I. INTRODUCTION

W ITH the ever-increasing growth of cloud com-
puting and big data applications, serial data-rates

beyond 50 Gb/s/lane will eventually be required in wire-
line communications both inside and between racks in data-
centers [1], [2]. The industry currently has developed standards
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that cover 56-Gb/s (OIF-CEI-56G) electrical interfaces to
meet those demands. However, copper interconnects experi-
ence frequency-dependent losses, which require complex and
power hungry equalization techniques. For instance, a 30-dB
additional channel loss decreases the energy efficiency of the
overall transceiver by roughly ten times [3]. On the contrary,
optical interconnects have negligible frequency-dependent loss
and can transport data over long distances with little or no
equalization. As a consequence, optical links are potential
candidates to replace copper interconnects for distances as
short as 1 m in the near future [4]. To become a viable
alternative to well-established electrical links, optical solutions
must have competitive power and area efficiency metrics.

Commercially available optical engines are typically located
on the board-edge, which still requires an electrical link (such
as CEI-56G-VSR) to reach the host chip (either a CPU,
a switch ASIC, or an FPGA). Integrating the optical trans-
ceiver in the first-level host chip package will improve
I/O power efficiency and provide higher bandwidth density.
Processor modules with integrated optics have been proposed
since 2005 for high-performance computing [5] but have not
been considered for data-centers due to high cost. However,
at 56 Gb/s and beyond, replacing electrical cables with optics
is expected to have similar or lower cost per Gb/s.

Implementing such a system is not without challenges. First,
the optical RX circuits need to achieve high sensitivity to
accommodate the optical loss in the signal path. Furthermore,
low-power operation is a key requirement to meet the thermal
design power constraints of the package. For server chips, this
is in the order of 150–200 W. To address these requirements,
this paper describes a low-power optical RX, measured up to
64 Gb/s with high sensitivity [−5-dBm optical modulation
amplitude (OMA) at 64 Gb/s] in 14-nm CMOS FinFET.
High sensitivity is achieved thanks to a low bandwidth analog
front end (AFE) co-optimized with a 1-tap decision feedback
equalization (DFE). DFE timing is met thanks to a look-ahead
speculative implementation running at quarter-rate (16 GHz).
While many state-of-the-art links rely on SiGe circuits [6],
this paper proposes a CMOS implementation, since it pro-
vides the capability to add digital logic (such as fully digital
retiming circuits) and enables integration in a large CMOS die.

0018-9200 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 18. Comparator schematic.

Fig. 19. Clock path. (a) Block diagram. (b) Quadrature corrector stage.

Fig. 20. RX micrograph and layout.

and the look-ahead DFE [1], [18] resolves the speculation.
Then, look-ahead signals L H (n) and L L(n) are calculated
from the speculative decisions DH (n) and DL(n). Finally,
D(3) resolves the speculation. The dependence of each bit to
the previous bit is broken in the new speculative array, which
results in a relaxed timing constraint of

tc2q + tmux + tsetup < 4UI. (20)

All the digital logic up to L H (n) and L L(n) is feed-forward
and can be pipelined to meet the timing. In our application,

Fig. 21. Measurement setup.

a two-stage pipeline was required to close timing. The clock
is also feed-forwarded to enable a deeper logic between the
two flip-flops. In RC extracted simulations, the look-ahead
DFE logic was functional up to 85 Gb/s at 800-mV supply.
Therefore, DFE is not limiting the data-rate of the optical RX.

The schematic of the comparator is given in Fig. 18. The
first stage consists of two differential pairs whose sources
are connected directly to VDD. The clock transistors are
connected as cascode as in a Lewis–Grey comparator [19].
Compared with a conventional dynamic comparator, where

 20



Front-end with 25 ps peaking time!?
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that cover 56-Gb/s (OIF-CEI-56G) electrical interfaces to
meet those demands. However, copper interconnects experi-
ence frequency-dependent losses, which require complex and
power hungry equalization techniques. For instance, a 30-dB
additional channel loss decreases the energy efficiency of the
overall transceiver by roughly ten times [3]. On the contrary,
optical interconnects have negligible frequency-dependent loss
and can transport data over long distances with little or no
equalization. As a consequence, optical links are potential
candidates to replace copper interconnects for distances as
short as 1 m in the near future [4]. To become a viable
alternative to well-established electrical links, optical solutions
must have competitive power and area efficiency metrics.

Commercially available optical engines are typically located
on the board-edge, which still requires an electrical link (such
as CEI-56G-VSR) to reach the host chip (either a CPU,
a switch ASIC, or an FPGA). Integrating the optical trans-
ceiver in the first-level host chip package will improve
I/O power efficiency and provide higher bandwidth density.
Processor modules with integrated optics have been proposed
since 2005 for high-performance computing [5] but have not
been considered for data-centers due to high cost. However,
at 56 Gb/s and beyond, replacing electrical cables with optics
is expected to have similar or lower cost per Gb/s.

Implementing such a system is not without challenges. First,
the optical RX circuits need to achieve high sensitivity to
accommodate the optical loss in the signal path. Furthermore,
low-power operation is a key requirement to meet the thermal
design power constraints of the package. For server chips, this
is in the order of 150–200 W. To address these requirements,
this paper describes a low-power optical RX, measured up to
64 Gb/s with high sensitivity [−5-dBm optical modulation
amplitude (OMA) at 64 Gb/s] in 14-nm CMOS FinFET.
High sensitivity is achieved thanks to a low bandwidth analog
front end (AFE) co-optimized with a 1-tap decision feedback
equalization (DFE). DFE timing is met thanks to a look-ahead
speculative implementation running at quarter-rate (16 GHz).
While many state-of-the-art links rely on SiGe circuits [6],
this paper proposes a CMOS implementation, since it pro-
vides the capability to add digital logic (such as fully digital
retiming circuits) and enables integration in a large CMOS die.
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Fig. 11. Bandwidth extension with series inductance. (a) Frequency response. (b) Pulse response.

Fig. 12. Self-referenced TIA transient pulse response.

over, the switches need to be large enough to minimize the
ON-resistance, further increasing the area and capacitive load.

A series inductance is added to extend the bandwidth of
the TIA. TIA transimpedance as a function of the series
peaking inductance value is shown in Fig. 11(a) together
with the pulse response in Fig. 11(b). A 400-pH inductance
provides a maximally flat response, which corresponds to
minimum group delay.

In this design, the input node of the TIA is used as the
negative output (V outn) to serve as a differential signal to
the output node of the TIA (V outp), rather than placing a
replica TIA to generate a reference voltage [14], as shown
in Fig. 10(b). As a result, the transimpedance gain becomes
Rfb instead of Rfb[Aeq/(Aeq + 1)], where Aeq is equal to
gm(Rfb ‖ Rout). This improvement is shown in Fig. 12. Both
single-ended outputs and the differential voltage (Voutp−Voutn)
are given in Fig. 12. Note that (Voutp − Voutn) is shifted to
the right in order to match the sampling points for better
comparison of the two cases. The main cursor [VTap(0)] of
Voutp − Voutn is larger than the main cursor of the single-
ended output (Voutp), whereas VTap(−1) and VTap(2) are the
same. Since VTap(1) will be equalized by DFE, the increase
in this ISI term does not degrade signal integrity.

Another advantage of using the self-referenced TIA is that
it generates less noise compared with the replica design.

Fig. 13. Self-referenced TIA NSD.

In Fig. 13, three noise spectral densities (NSDs) are given.
The red solid line is the NSD of the TIA with a replica with
no filtering capacitor (CFLT) at its output. Adding a 600 fF of
CFLT shapes the NSD as indicated by the blue dotted curve.
The green dashed curve is the NSD of the proposed self-
referenced TIA. There are two main reasons for the reduction
in noise. First one is that there is no replica to generate
noise. Note that the replica generates as much noise as the
TIA itself increasing the integrated noise by a factor of

√
2.

High-frequency noise of the replica TIA can be filtered out
by using a large capacitance at the output node. However, this
would prevent the replica TIA from tracking the main TIA
behavior for high-frequency supply disturbances compromis-
ing power supply rejection ratio (PSRR). The second reason
for noise reduction is that in self-referenced TIA, the low-
frequency noise components of the transistors are converted
into common-mode noise. This explains why no flicker noise
is observed in the NSD of the self-referenced TIA illustrated
in Fig. 13.

To investigate the PSRR of the self-reference TIA, it is
critical to separate the input and output capacitances connected
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Power O(10 mW) for 100 fF input capacitance 
Power density: 25 W/cm2 

Sensor performance are very important!
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(Macro)-pixel ASICTiming business

Motivation and Strategy Level 1: Single channel front-ends Level 2: Multi-channel front-end ASICs Level 3: Multi-pixel front-end ASIC for single-photon

Starting point for a single-photon readout

CMOS 1024-pixel readout ASIC for fast timing applications developed by INFN-TO

UMC 110nm technology

Pixel size 400 µm, 32x32 pixel matrix, approx 250 mm
2

flip-chip mounted to a photosensor (top right). Detail of bonding pads (bottom) and

bonding scheme for data and power

The first-silicon ASIC performs single-photon time-tagging with a 30 ps r.m.s. time

resolution, up to 200 kHz per pixel

Manuel Da Rocha Rolo (INFN Torino) Digital SiPM R&D for DarkSide 2018.04.09, Geneva 13 / 17

Timing front-end ASIC: 1024 channels, 4096 TDC, 20 Gbit/s output bandwitdth

Technology 110 nm CMOS

Pixel size 400 µm⇥400 µm

TDC binning 20÷100 ps, DNL %

Overall system jitter ⇡ 30 ps r.m.s.

Dedicated run, first working silicon

A. Rivetti (INFN-Torino) Bologna AIDA meeting April 23, 2018 27 / 1



ALCOR chip for SiPM
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towards a 3D a-SiPM ”digital tile”  

Developed by INFN (CSN2) for the readout of SiPMs at 
77K, in the framework of Darkside 

32-pixel matrix mixed signal ASIC  

the chip performs amplification, signal conditioning 
and event digitisation, and features fully digital I/O 

Single-photon time tagging mode or time and charge 
measurement  

4 LVDS TX data links, SPI configuration  

operation up to 320 MHz (TDC binning down to 50 ps)

ALCOR ASIC for fast-timing with SiPMs

F. Cossio, G. Dellacasa, M. Rolo



ALCOR chip for SiPM
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Pixel floorplan and Architecture

• dual-polarity RCG-based preamplifier: high bandwidth and low input-impedance (10-20 Ω) 

• 2 independent post-amp branches and 4 gain settings 

• Dual leading edge discriminators with independent (and per pixel) threshold settings (6-bit DAC) 

• Pixel control logic handles quad-TDC operation, pixel configuration and data transmission



Some ALCOR performance 
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• 20 ns digital test-pulse phase scan 

• Extract Tfine MIN and MAX for each TDC of each 
pixel, save (32 pixels x 4 TDCs) 128 entries LUT 
• IF = MAX - MIN 
• LSB = clk_period / I.F. ≈ 50 ps 
• CUT = (MAX + MIN) / 2 

• Apply calibration for each event: 
• Time [ns] = Tcoarse· clk_period - (Tfine – 

MIN)· LSB (if Tfine < CUT) 
• Time [ns] = Tcoarse· clk_period - (Tfine – 

MIN)· LSB + clk_period (if Tfine > CUT) 

• Tfine points across the CUT region may have a 
shift of 1 clock period

Calibration of the TDCs with Test Pulse
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TDCs calibration can be performed also using data from a run with SiPMs 

collecting Tfine payload from dark counts events.

Calibration of the TDCs with DCR
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baseline

1 p.e.

2 p.e.
3 p.e.

Threshold scan with SiPMs

σ = 250 ps r.ms. with 3.5 nF sensors



A curiosity…
Just a curiosity…

Full channel, 110 nm, 4 TDCs ETROC TDC 65 nm


