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We are in LHC Run-3
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Run-3 is a major challenge for LHCb and ALICE (new detectors, new computing models
Run-3 brings novel challenges also for ATLAS and CMS (high trigger rates) 

Data written in the CERN tape storage per month (since 2008)

Run-3

Run-2

Run-1



WLCG processing
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The WLCG processing does not know about LHC shutdowns. The level of resources in 
use continue increasing.



The HL-LHC challenge 
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The challenge is about 
• Higher data volume
• Higher event complexity

In the context of
• Constrained funding
• Sustainability concerns
• Global politics
• Security and trust

Driven by ATLAS and CMS, though ALICE 
and LHCb will also be a challenge, 
particularly Run-5

Run-3/4/5, pile-up estimated to average 54/140/200

HL-LHC 
Run-4

HL-LHC 
Run-5



The HL-LHC challenge statement at ECFA 2016
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ECFA2016
In a nutshell: 

• Projections assume 
constant funding every 
year for LHC computing

• Technology 
improvements will 
bring ~20% more 
resources every year

And this was the 
initial conclusion  



ATLAS and CMS needs for HL-LHC 
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• The gap between available and needed 
resources is filling up, assuming the 
main R&D activities are successful. 
There are still large uncertainties

LHCb towards Run-5 



Networks’ role in HL-LHC
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Networking will play a central role in HL-LHC as enabler for HEP computing

• Support the core functions of WLCG (data acquisition/archival/processing)
• Provide more flexibility to the computing models, allowing to optimise    

WLCG continues  engaging with Funding Agencies and NRENs to ensure that 
enough capacity is made available and the LHC traffic does not get segregated 
below a critical level. 

Several R&Ds were launched to study how to better leverage the network 
resources in the data and processing infrastructures for HL-LHC

• Regularly discussed at the LHCONE/LHCOPN meetings

https://indico.cern.ch/category/5793/


WLCG network data challenges
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The data challenges are an incremental process to prepare for the HL-LHC network 
needs, through a regular dialog between the network providers, the experiments and the 
facilities. 

We identified the main use cases at HL-LHC in terms of network use (RAW data export 
and reprocessing), for the 4 LHC experiments

We estimated the network needs including  contingency and considering different 
scenarios (“baseline” form minimal use and “flexible” to exploit the full capabilities)  

We set metrics and intermediate targets to be progressively challenged

The challenges offer the possibility to bring in production many network R&D activities  

The data challenge planning document can be found at this link 

https://zenodo.org/record/5532452


Bandwith Needs
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This table presents the bandwith needs per T1 (ingress from CERN and egress to the T2s)

For Asia the ingress from CERN makes sense, the egress to T2s does not really    



Target Rates
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Same as the previous slide, but setting targets for the data challenge



2021 network data challenges

11

We executed data challenges testing the WLCG network and archive storages in 
preparation for Run-3 (Oct 2021)

The data challenges are an end-to-end test including storage, protocols, networks, 
data management services (e.g. Rucio, FTS) 

ATLAS CMS LHCb ALICE

Extra

1 Tb/s peak target

Nominal target

05/10/2021 07/10/2021 09/10/2021

21/11/2022Simone.Campana@cern.ch - ACTF 2022

Targets were met: 

• the nominal 
transfer rate was 
sustained

• the peak transfer 
rate were reached



2021 network data challenges
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The data challenges are not just about throughput but also functionality 

In 2021 they provided an opportunity to 
commission new features that are now 
in use during Run-3. 

• For example the HTTP protocol 
(replacing gridFTP) for asynchronous 
transfers 

Traffic mostly through HTTP (RED)

Transfer Rate per protocol



Commissioning for Run-3: tape systems
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Tape Challenges in preparation for Run-3 were reccommended by 
the RRB and the LHCC

Target rates differ for Data Taking (DT) and After Data Taking (A-DT).
All relevant info here. Post Mortem here

https://twiki.cern.ch/twiki/bin/view/LCG/TapeTestsPreparation
https://indico.cern.ch/event/1089983/


CERN-PIC NOTED
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NOTED is a Software 
Defined Network R&D 
project to share network 
traffic between different 
paths

Enabled during the data 
challenge between CERN 
and PIC  

When the 6 Gbps LHCOPN link 
saturated, NOTED added the 
LHCONE link to complement it. 

10Gbps target reached 



WLCG data challenges
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The 2023 data challenges will likely be in ~Q1 2024 

The target rates (30% of the HL-LHC traffic) seem too aggressive given the shift of the HL-
LHC schedule

• A 20% to 25% target seems more realistic and will not require a considerable hardware 
investment for the sites

Specific targets for T2s will need 
to be discussed for different 
regions. We should discuss what 
makes sense for ATCF 

We would like to have a joint 
challenge with some of the 
partners (e.g. DUNE, Belle-2). 
Under discussion 

30% to be reviewed



WLCG data challenges
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Data challenges are not just about bandwidth. They are an end-to-end test involving the 
full middleware stack. They offer the opportunity to commission new features at scale  

The 2024 data challenges should demonstrate 
the use of tokens for bulk data transfer

Progress needs to be made in the next year: 

• Support of tokens in storage (see right)
• Support of tokens in FTS 
• Support of tokens in the experiment data 

management systems 
• Strengthen the performance of IAM (token 

issuer)

Different level of maturity for the items above



WLCG Workshop
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https://indico.cern.ch/event/1162261/

1st WLCG workshop in person after the start of the pandemic. Jointly organised with the 
Rucio community workshop 

A very good attendance (80 people on site and ~30 remote)

Discussion items: experiment inputs, DOMA, HPCs/Clouds, tokens, facilities (with a focus 
on energy). Collaboration Board meeting, discussing the review of the WLCG MoU annexes  

https://indico.cern.ch/event/1162261/


WLCG partners and collaborators
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Many communities collaborate with 
WLCG and share some of the same 
technologies and services

In some cases, we share the 
same resources

Fostering this collaboration is essential 
for the sustainability of the WLCG 
infrastructure



Conclusions
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• Run-3 is ongoing and we have seen only the beginning of it 

• In this presentation I focused on the medium to long term WLCG planning and the 
preparation for HL-LHC . That plan foresees gradual improvements and new features 
being demonstrated early in production 

• The 2024 data challenges are an opportunity to continue assessing  the progress at 
the facilities and the technologies. The ACTF is the right forum to organise the 
participation of Asian centers to the challenges

• The collaboration between WLCG and other epxeriments and sciences will be a 
benefit for the facilities and needs to be pursued 


