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KISTI 

Korea Institute of Science and Technology Information

• Government-funded research institute 
founded in 1962 for National Information 
Services and Supercomputing


• National Supercomputing Center


• Nurion - Cray CS500 system


• 25.7 PFlops at peak, ranked 11th of Top500 
(2018) => 21st (Nov 2020)


• Neuron - GPU system, 1.24 PFlops  

• KREONet/KREONet2 - National R&E network

Daejeon

Seoul

ICN

Jeju-do

Map of South Korea Daedeok R&D Innopolis

30 Government Research Institute 
11 Public Research Institutes 
29 Non-profit Organizations 
  7 Universities

Rare Isotope Accelerator 
(Under construction)

KREONet

✈
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GSDC  
Global Science experimental Data hub Center

• Government-funded project, started in 2009 
to promote Korean fundamental research 
through providing computing power and data 
storage


• Datacenter for data-intensive fundamental 
research


• 16 staff: system administration, experiment 
support, external-relation, management 
and planning

CDS SystemDisk Storage Computing Nodes
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Experiments Support

Heavy-Ion Physics


WLCG Tier-1(2014)
Elementary Particle Physics


WLCG Tier-2(2018)

Astrophysics


LDG Tier-2 (2019)

Elementary Particle Physics


B2G Tier-2 (TBD)
Neutrino Physics


RAW Storage

Medical Science


ARGO Regional Center 

Structural Biology


Data Sharing Platform
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Tape Library decommissioned  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KISTI ALICE Tier-1 Structure Overview

HTCondor-CE

HTCondor

APEL

Tape Buffer



Essential Grid Services
• Grid services running on VMs provided by oVirt cluster


• oVirt v4.3.8, GlusterFS v6.10


• 3 oVirt hosts with 384 GB of RAM and 2.3TB of Gluster 
Storage (1.5 TB of HDDs, 0.8 TB of SSDs)


• Live migration & load-balancing


• 15 VMs 


• VO-Box (ALICE Job Submission, JAliEn enabled)


• 3 HTCondor-CEs (CE 5.1.5, Condor 9.0.14)


• Site-BDII & Argus (AuthN & AuthZ)


• EOS MGM nodes & XRootD redirectors


• EOS QDB clusters (deployed upon SSD disk groups)


• 3 Squid caches for CernVM-FS


• APEL (Accounting)



Custodial Disk Storage (Tapeless Archiving)
• The first disk-based custodial storage replaced tape for ALICE experiment


• 12 PB of usable space with 12+4 erasure coding for data protection (powered by EOS)


• Fully automated deployment of EOS components using Linux containers
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System Architecture QRAIN(12+4) Layout

Details will be presented  
in EOS session (Day 3)



ALICE Tier-1 Operations Summary 2022

Total wall clock hours for ALICE jobs (1yr) Running Jobs
~ 3,800

2.65% Contribution to Total(T0+T1+T2+AF) ALICE Computing

aliprod

alidaq


alitrain

...

KOREA = 2.65%

~6.6M ALICE Jobs Done for the last year

~75% on Average
Total CPU time = 21.02M hours

Total Wall time = 29.54M hours 

Job Efficiency
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Availability Reliability

4.72PB/12PB

SE Usage

1.507PB/2PB

1.155PB/1.5PB

Tape CDS

EOS

XRootD
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LHCOPN 20G Upgrade (2021)

• Data transfer tests along with the OPN upgrade to 20Gbps in April

• Reached almost 20Gbps peak (> 1GB/s) during the tests

MTRG Monitoring 

seen by KREONet

Stable performance

over 1GB/s

(MonALISA)

• Joined efforts of WLCG collaboration for LHC RUN3 data taking

• Successful results to meet the target transfer performance (150MB/s)

• Stable and smooth operations of CDS during the challenges

WLCG Tape Tests Challenge - 11 ~ 15 October 2021

KISTI_GSDC::CDS

Average transfer speed



KISTI Tier-1 Pledges for 2023-2024

Installed (Planned) 2020 2021 2022 2023 2024

CPU (cores) 3,880 3,880 3,880 8,680 8,680

DISK (TB) 4,000 4,500 4,500 6,500 7,100

TAPE (TB) 5,500 12,000 12,000 12,000 12,000

KISTI Tier-1 Pledges (Planned) for ALICE experiment
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10% Contribution to ALICE Tier-1 Computing Requirements

AHN SANG-UN @ ALICE T1/T2 WORKSHOP, 26-28 SEPTEMBER 2022

Pledges for 2023 = 60.0kHS06 / 6,500 / 12,000 
(Original plan = 57.2kHS06 / 6,300 / 12,000)


(CPU) New 30 workers (4,800 threads) to be deployed 
(Exact HS06 scores will be measured at late 2022) 
; in addition to current installed CPUs (3,880 threads, 
which will be phased-out as their warranty ended, fully 
replaced by 2025)


(Disk) 2.5 ~ 3.5 PB of Disks will be added in late 2022 or 
early 2023


(Tape) Plan to expand the CDS in 2025 (tentatively)  
(or a small amount (1.5 ~ 2 PB) of expansion possibly 
foreseen in 2023 depending on remaining budget)
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* Additional pledges to contribute the mitigation of Ukraine war
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• KISTI CMS Tier-2
– WLCG Tier-2 site for CMS experiment
– KISTI CMS Tier-2 focuses on providing 

resources for CMS experiment rather than 
supporting domestic users 
• Due to the presence of separate CMS Tier-3 site 

(T3_KR_KISTI)

• CMS Tier-2 History
– 2017 Mar. : Register as an EGI site (KR-

KISTI-GSDC-02)
– 2017 Aug. : Register as a CMS Site 

(T2_KR_KISTI)
– 2017 Sep. : Enable CMS PhEDEx Link 

(Joining CMS Data Transfer system)
– 2017 Nov. : Starting CMS T2 Testbed after 

passing the SAM test stably
– 2018 Apr. : KISTI-CERN MOU Signing 

Ceremony for CMS Tier2

About KISTI CMS Tier-2 

T3_KR_KISTI

T2_KR_KISTI

Dr. Ryu, Geonmo
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• Main Component
– CE : HTCondor-CE 5
• LRMS : HTCondor 9 
– 1,424 logical cores
– RAM 3,000MB per core

– SE : dCache
• 1 SAN Pool  

+ 9 NFS Pools / 1600TB
• Protocol
– XRootD, GridFTP(+SRM),  pNFS, 

WebDAV
– Etc. 
• Report: Site-BDII, APEL
• Cache : Frontier-Squid
• CMS AAA 
– 1x Standalone XRootD Server  

(Forward 1095 ->1094)

T2_KR_KISTI Structure

Gridftp WebDaV
XRootD
+pNFS

Dr. Ryu, Geonmo
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SLIDE TITLE
KISTI CMS Tier-2 Site Report
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Data Transmission Job Activities

Storage UsageCMS Tier-2 Infrastructure

Disk 1,600 TB (Usage 85.71%)

월 평균   204,646 건

KISTI Tier-2 Data Link

Data Traffic

 - Tier-0 link : 1
 - Tier-1 link : 7
 - Tier-2 link : 46
 - Tier-3 link : 5

Computing : 712 cores  (~15 kHS06)

~1.36 million jobs during this year

6666

Total : 681TB
Average : 68TB /month

Dr. Ryu, Geonmo
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WLCG Tier-2 Service Availability / Reliability

Reliability Availability
Overall in 2022 Overall in 2022

CMS 97.68% 97.65%

Monthly target of WLCG : 95%

CMS Tier-2 Availability/Reliability

Dr. Ryu, Geonmo



• GSDC-LDG (LIGO Data Grid), a gravitational wave data 
analysis computing environment at the request of the Korea 
Gravitational Wave Research Foundation (KGWG) in 2010. 

• In 2019, the International Gravitational-Wave Observatory 
Network (IGWN) computing environment was established.

• Currently, the GSDC-LDG system operates as an 
integrated system that can be used simultaneously by 
global and domestic users.

GSDC-LDG

Dr. Bae, Sangwook



History

GSDC-LDG 

Service Start 

2010 2011
2012

2013

201420152016
2017

2018

2019 2020

- 24 core, 5TB

- HTCondor

- 80 core, 5TB

- PBS

- 200 core, 100TB

- HTCondor

- 420 core, 150TB

- HTCondor

- 420 core, 150TB

- HTCondor

- 636 core, 150TB

- HTCondor

- Puppet, forman

- 864 core, 340TB

- HTCondor

- 864 core, 550TB

- HTCondor

- 996 core, 550TB

- HTCondor

- Added RAM (minimum 72GB)

- 996 core, 550TB

- Enabled Tier2 Service

- HTCondor, HTCondor CE

- Added 3 GPU Server (with P40 3 GPU Cards)

- 996 core, 550TB

- HTCondor

- Added 3 GPU cards

2021

- 996 core, 550TB

- HTCondor

2019 LVC Meeting

Dr. Bae, Sangwook



GSDC-LDG Overview

User

Storage

550TB

LIGO Data

LIGO Data

996cores
Cluster

Login Node

ldg-ui.sdfarm.kr
ldg-ui01.sdfarm.kr 
(HTCondor)

ldg-t2-ce.sdfarm.kr
ldg-ce.sdfarm.kr
(HTCondor-CE, HTCondor)

KAGRA Data
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Tier3 Job

Grid Job

Dr. Bae, Sangwook



Status of GSDC-LDG

18Dr. Bae, Sangwook



Resources
• Computation Resource

• Storage Resources

Physical Core Memory

Work Node
996 

(66 servers)

72GB X 27 
96 GB X 33 
384 GB X 6

UI,CE,LGM,LDAS,LDR
60 

(5 servers)
24GB X 5 

Total 1056 7416

Mount on Size Used Avail Use Total

LIGO /data/ligo/ 400T 337T 64T 85% pool0.gsn.sdfarm.kr:/ifs/service/ligo

KAGRA /data/kagra/ 150T 102T 49T 53% pool0.gsn.sdfarm.kr:/ifs/service/kagra
19

Work Node 
(GPU)

3 Servers 6 GPU Cards (P40)

Dr. Bae, Sangwook



LDG WatchTower
• LDG central monitoring system
• Ganglia installed on all GSDC-LDG resource
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http://watchtower.phys.uwm.edu/ganglia/?
r=hour&cs=&ce=&m=load_one&s=by+name&c=&tab=
m&vn=&hide-hf=false

Dr. Bae, Sangwook



Summary

• KISTI-GSDC is a dedicated datacenter to promote fundamental research in South Korea by providing 
necessary computing power, storage and services


• Tightly coupled with KISTI Supercomputer infrastructure and KREONet's global reachability


• Currently supporting ALICE Tier-1, CMS Tier-2, LDG Tier-2 and related domestic communities


• Expanding its contribution to global and domestic research communities
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Detailed configuration and setup of 
HTCondor system will be presented in 

HTCondor session in Day 3


