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1 Preparation and pre-testing

- Storage set up and configuration

- ATLAS queues set up and configuration. Uploading test data.
- DDM functional test

- HammerCloud test (submission analysis jobs)

- Storage configuration tuning (if needed)

2 Tuning
3 Test Running - Set up ATLAS Grid site
- Declare site as 'ATLAS production and - Upload ATLAS data, conditions & meta-data
analysis' grid site, allow production and - Run large scale HammerCloud test for several days

analysis jobs brokering to the site - Final tuning

Operations and Coordination
- Overall coordination will be done by IT-DSS Group Leader and ADC Coordinator
- LST2010 day-by-day coordination will be performed by 2 coordinators (one from I'T-DSS, one from ADC)
- Daily meetings during Preparatory and Tuning steps
- ATLAS Computing shifts will follow site issues during Production step. The procedure may be different from the other sites
- Wash-up common meeting after each phase completion

P
-
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Used as grid site in production by ATLAS with 500 job
slots and 33 disk server [since [8.11.2010]

® Dataset Import (2 replicas)

° via gridFTP-Gateway/SRM-BestMan

° ~60% preload, ~40% dynamically loaded by PD2P (T|-T1 algorithm was tuned using EOS)

® Job Input DB Releases (6 replicas)

° via xrdcp download

® Job Input Data

° via xrdcp download

® |ob Output Data (3 replicas)

° via SRM/gridFTP
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EOSATLAS Usage

1.11.2010-05.01.2011 66 days

gl Data il Data | Logical | |nodes

Written | Space | maxused

Opened Opened
Read Read Write

32M 355PB 650+ oomries

. .6 M .77 PB* 4QTB 3MPireceres

*incl. replication factor 2

FTS Import Rate Network utilization
.

16 |\ s : 830k FTS transfers
nominal importat 1.1-1.3 GB/s

0o

18:00 00: 00 06: 00
®ethD in aver:1. 16 max:1.36 min:35.4M cu l i
®othD out aver:1.16 wmax:1.36 min:35.3M
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EOSATLAS Usage

Network utilization

33 nodes

bt 0

Week 46 Week 48 Week 50 Week 52

®m ethO in |aver:848.2M max:2.5G |min:7.3k curr:7.2M
m ethD out| aver:801. M max:2.7G| min: 7.0k curr:399 2M

C2ATLAS

B G
: w L :&'-‘j.i.uu.h

Weok 46 Weok 48 Week 50 Weok 52

aver:722. 10 max:2.2G | min:36.IMN curr:50.1IM
aver:2. 9 wmax:8 26 in:151. 88 curr:1.06

Network utilization >4OO nOdes

|

Scale Comparison

EOS

C2ATLAS

C2CMS

Nodes

8% 1%

"o Read

30% 42%

ToWree

1 10% 56%
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Week 46 Week 48 Week 50

®ethOlin aver:1.5G max:4.86 [min: ™ .30 curr:d47. oM
methOjout aver:2.16 max:6.7G] min:241.5M curr:348. 7™

EOS Server well tested:
avg. running at 25% of available IO bandwidth
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EOSATLAS Analysis

CERN - analy_running - year

4.0 k 1
8 k - -
-« Running Analysis Jobs
Ak
2 k

o _Jobs 230k

4k

ol Failed

0k

: ) J()t)Sﬂ< E; II<:
.6 k
4k
.2 k
.0k
0.8 k
0.6k
0.4 k

0.2 k
0.0 Ar.

Jan Feb Mar Jul Aug

W ANALY_CERN l @ ANALY_CERN_XR0OTD
Range from Tu oo UTC to Wed Jan 5 00:00:00 2011 UTC

Generated by TRIUMF-LCG2 (times in UTC)

3
i
3
3
3
o
2
2
2
2
1.
1
1
1

O

* failed jobs dominated by application/user induced errors
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5 Tickets found

Ticket-ID Type ConcernedVO Notified Site

65826 atlas

54939 atlas
atlas
aths

atlas

CERN-PROD
CERN-PROD
CERN-PROD
NDGF-T1
CERN-PROD

Resp. Unit
ROC_CERN
ROC_CERN
ROC_CERN
NGI_NDGF
ROC_CERN

Status
in progess
verified
verified
verified
sohved

Date
20110103
2010-1203
2010-11-15
2010-11-04
2010-1104

ENOSPACE: FTS transfers scheduled on full or unavailable disks

HW Failures

Last Update
20110105 13:49
2010-12-09 17:00
2010-11-17 07:48
2010-12-05 17:.08
2010-11-30 09:13

Info
failed tmnsfers fom PIC_SCRATCHDISK to CERN-PROD...
CERN-PROD_EOSDATADISK tansfer failues
many file tmnsfers failing from NDGF to CERN-PROD...
gridftp transfers NDGF_T1_DATADISK to CERN-PROD_EO...
Transferenors for CERN-PROD_EOSDATADISK

84247
63026
63901
SRM & gridFTP ports had to be opened in firewall for external user and NDGF access

25 hardware failures tracked (~20 disks to be exchanged, few backplane and one power supply failure).
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Performance Test s vestization

® |0 x |0 Gbit Server 420 TB o

60 |
40

Zg ! IIIIIIIIIIIIIIIIIIIIII Illll
® xroot only access (no SRM) o o i

W User aver:591.4m wmax:920.4mn min:241.9 curr:658.0n
W System aver:15.8 wmax:30.4 nin:659. 9 curr:2.7
| Nice aver:0.0 wax: 0.0 mnin: 0.0 curr:0.0
[dle aver:39.0 max:97.% nin:6. 8 curr:82.5
® [0 Wait aver:20.8 max:39.9 min: 654 . 3m curr:6. 06

® Im port from C2CMS via xrd3c » T e

Network utilization

5 GB/sW 5 GB/s R

56C

e 120TB (x2) St

26

| r 4
. 36k ﬁles 10: 00 12:00 14: 00

Network utilization W ethD 1n aver:1.86 max:5.26 min:10.5M curr:17.7M
W ethD cut aver:2. 66 max:d4. 80 win:22.M curr:1.16

5G4
46
36

20 Tests have

16

° Thu Sat Mon Wed Fri Sun " jUSt Sta rted cee

®m ethD in aver:281.2M max:4.806 min:313.6 curr:5. 6k
®m ethD out aver:175.5M max:3.80 min:751.9 curr:23.9k
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® ATLAS expressed satisfaction about stability,
efficiency & performance of EOS as grid site
storage

® besides peculiarity of CERN cloud no extra
configuration/patches

® ‘standard’ protocols SRM, gridFTP & xroot + X509 authentication

® high-speed wide area import from world wide
distributed sources at |.1 GB/s with internal realtime
replica

® EOS subscribed automatically to ‘hot’ datasets worldwide via PD2P

® ATLAS asked to extend test to run two more
month with PD2P subscription
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e GDB/MB feedback

® Evaluate analysis with remote access

® via remote access protocol (xroot)

® via POSIX and FUSE mount in job sandbox - requires

Ixbatch deployment
(Buff. Cache/Kernel read ahead)

® Capture initial operational experience and
re-iterate on EOS software architecture &
implementation
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® CERN CC has a lot of existing capacity which can
be exploited with adapted software on client &
server side (experiment usage/framework & storage system)

Wednesday, January 12, 2011

In the grid environment experiments use only a reduced
common subset of storage functionality

Aim to significantly increase the efficient utilization of existing
resources

Tape should be linked close to EOS as a big space provider

Investigate other deployment models which may lead to
further HW consolidation and TCO savings

® disk server participates as batch node

® batch node participates as disk cache
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EOS Demonstrator is running successfulclly since two
months in a production environment under high load

Valuable input collected during demonstrator test
about functional and operational requirements &
needs for the future

EOS has shown some of its potential to achieve high
quality service with increased resource efficiency

® monitoring to further quantify its benefits has to be put in place

® ATLAS use case as grid site storage does not exploit fully its
capabilities (namespace performance, quota ...)

Propose to continue the already existing close
collaboration with experiments
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