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My Outlook for the Future

These views do not reflect any special inside knowledge
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US HPC Outlook

- We are at the cusp of 5450

: 2 a a
' . 22022 AL dpiel &
« DOE has deployed Frontier 5 T S ° Xeon Phi
. : 2023 | z
and Aurora will come in the X
next months. (IJ 2024 EPYC+A100
202 Pl S
+ Next generation machines — 2022
will be online at all DOE
HPC facilities during the 202% -
- 202
HL-LHC turn on. | - sozg EPYC+MI250
* Currently operating HPCs c 2020
with Intel, NVidia, and x | 203 2 || ANEIED I UL .
AMD. %:) 2031 = g = = = E =
203211 5 H % EHEHEL {8[1A[  Linpeckperiormance
2033 ¥ 1 HaH e T
Taylor Childers (ANL)
Argonne &

2  Argonne Leadership Computing Facility




Wider HPC Outlook

USA China Japan EU
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GPU

June 2022 Architecture Distribution,

FLOPS Weighted CPU Distribution

Taken from Top500
> 10 PetaFLOPs
~50 machines
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Approx. 2026 Architecture Distribution

FLOPS Weighted CPU Distribution

« By 2026, US and Europe will have 2
Exascale machines, and China may
be up to 10.

* | did not include the Chinese
supercomputers in the plot.

* | included 2 European Exascale
machines (who’s architecture has not
been defined, but used these
example specs:

» Jupiter: ARM CPU, no GPU

« EuroHPC #2: ARM CPU, RISC-
V accelerator

* | could not find information on the
Japanese program plans after
Fugaku.

5  Argonne Leadership Computing Facility

FLOPS Weighted GPU Distribution

NVidia
5.9%

2022
2023
2024
2025
2026
2027
2028
2029
2030
2031
2032
2033
2034
2035

Taylor Childers (ANL) values are approximate

Linpack performance

Argonne &



Specialty Hardware
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DOE is currently working with many
custom Al hardware vendors.

ALCF hosts the DOE’s Al Testbed:

https://www.alcf.anl.gov/alcf-ai-
testbed

We are exploring the possibility of
these systems being integrated as
usable sidecars to future
supercomputers.
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Systems

Cerebras CS-2 (Available for Allocation
REGESS)

Cerebras CS-2 Wafer-Scale Deep Learning Accelerator

850,000 Processing Cores
2.6 Trillion Transistors, 7nm
40GB On-Chip SRAM; 220 Pb/s Interconnect Bandwidth

The Cerebras Software Platform (CSoft), Tensorflow,
PyTorch

Accepting proposal submissions for usage

Groq
Groq Tensor Streaming Processor
> 26 Billion Transistors, 14nm

Chip-to-Chip interconnect

GroqWare software stack, Onnx
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SambaNova Dataflow (Available for
Allocation Requests)

SambaNova Dataflow
> 40 Billion Transistors, 7nm
RDU-Connect

SambaFlow software stack, PyTorch

Accepting proposal submissions for usage

Habana Gaudi

Habana Gaudi Tensor Processing Cores

16nm
Integrated 100GbE based interconnect

Synapse Al Software, PyTorch, Tensorflow

Graphcore MK1

Graphcore Intelligent Processing Unit (IPU)

1216 IPU Tiles, 14nm
> 23 Billion Transistors
IPU-Links interconnect

Poplar Software stack, PyTorch, Tensorflow
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Al4Science
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US Exascale systems. rE—
The ECP's software portfolio has a large ’ The team is enhancing existing widely used
~ollecti f data manage tand rrfermance tools and developing  tool
[ ] I n CI u d e d I a rg e effo rtS fo r Softwa re f;::u:ln:::?oz aru;L::;l:::r;zl K::s essential F:In:;iz_:::e':ﬁ:n :lal(::/r:s i’-‘s’; r::fl: o
. . . capabilities for compressing, analyzing architectures hecome more complicated and
development, including large HPC community e e o oAy a———————— o
f simulation data that s produced grow: become even harder (o d se and fi
SOftwa re . ‘fjastL:Thanot’;\::Uly 0 c’;;)tu':l;;n:? ir:te:pret Dzzgn'n:\: tor:.‘; :;':w:;:g:;:rt—‘;l n:ghl
it into these perfermance challenges and cede
. . . . transformation and support capabilities that
» With Exascale machines having arrived, ECPs oS
mission is coming to an end. pete
- - —
» Currently DOE-ASCR has an ongoing Al4Science . - S —
] - . gh-performance scalable math libraries ' fl"‘ The NNSA supports the develooment of ope
have enabled parallel zubion of me 7o) source software technolegies that are both
p ro CeSS Of CO m m u n Ity WO rkS h O pS W h IC h I S a‘:p:ca';;nq‘;o?i:c:dz:e(&:l\:br:'a:]\::yeaﬂs, N‘ S“-oq important to the success if national security
. g are providing the next generation of these atianal Nuctear Security Administraio.  applications and externally impactful for the
m Od e | ed afte r h OW th e E C P WaS I n Itl a I Iy I braries to address needs for latency hiding. rest of the ECP and the broader community.
improved vectorzation. threading, and strong These software technologies are managed as
caling. In addition. they are addressi tofal; Advanced Simulation and
d eve I O p ed L] Zc::ﬁd: 1aor :.Iy:z:m ‘i{daer sca ala I:ejti:'ng:?i,:rq g?’v\iu?mi?fé{i] ;o:lcbhoa\::jci l::zjwr;ic-s
improved support for coupled systems and resources to develop and apply these
. . . . . >nsemble calculations. technologies to issues of tance t
« This recognizes that Al is going to be an impactful R ot
. . . ils » 4o
tool in the coming decade that we need to pivot to =
support and advance
Runtimes This technical area of the FCP software group
. . . . The team is developing exascale-ready coordinates the delivery of £4S, the new HPC
) If S u Ch a p rog ra m IS S p u n u p , It WI I I h ave I m po r'ta nt programming models and runtimes software ecosystem, and provides imocrtant

7

mission impact on LCF systems.
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addressing in particular the important design
and implementation chalienges of combining
massive intra-node and inter-node
concurrency into an application. They are also
developing a diverse collection of products
that further address next-generation ncde
architectures to improve realized performance
ease of expression, and perfermance
portability.

Details +

software build, test and integration tools. in
particular Spack, and centainers environments
that leverage emerging industry standards for
portable execulion acapted to leadership
computing platforms. This area also provides
the critical resources anc staffing that support
ECP ST continuous integration testing and
product releases via E4S
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https://www.exascaleproject.org/

Take Aways?
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» Future of Architecture at HPC facilities will remain diverse 2023 : Tl 7
if not grow more so: 282‘51 EPYC+A100
« Software ir_nplications: using portable frameworks will zgzg : e o

be a benefit (watching std::par and vocally 2028 ]

demanding companies support it would be good) 2029 - EPYC+MI250

. . 2030
» Current Exascale machines where largely decided before 2031

Al became important in DOE science, but will be a driver 2032
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1.1 Exaflops

14 Petaflops

70 Petaflops
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7 Petaflops
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27 Petaflops
T

~1 Exaflops
T

150 Petaflops

in the deployment of the next generation machines. 2033 1T 1" | Taylor Childers (ANL)
« This could result in very similar looking ALCF-4,
NERSC-10, and OLCF-5 systems.
* It may also shifting things in unexpected ways.
» The future is hard to predict.
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