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US HPC Outlook
• We are at the cusp of 

Exascale in the US HPC 
arena.


• DOE has deployed Frontier 
and Aurora will come in the 
next months.


• Next generation machines 
will be online at all DOE 
HPC facilities during the 
HL-LHC turn on.


• Currently operating HPCs 
with Intel, NVidia, and 
AMD.
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Wider HPC Outlook
• Most regions are investing in 

“sovereign” technologies.

• EuroHPC JU:


• investing in ARM then 
shifting to RISC-V


• though recent foundry 
investment from Intel 
may shift this plan


• Japan investing in ARM via 
Fujitsu chips


• China already has 3 Exascale 
machines on the ground with 
home grown tech.


• Expect to see more options 
later in the decade.
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June 2022 Architecture Distribution
CPU GPU

Taken from Top500

> 10 PetaFLOPs

~50 machines

Frontier Dominates
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Approx. 2026 Architecture Distribution
• By 2026, US and Europe will have 2 

Exascale machines, and China may 
be up to 10.


• I did not include the Chinese 
supercomputers in the plot.


• I included 2 European Exascale 
machines (who’s architecture has not 
been defined, but used these 
example specs:


• Jupiter: ARM CPU, no GPU

• EuroHPC #2: ARM CPU, RISC-

V accelerator

• I could not find information on the 

Japanese program plans after 
Fugaku.
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Specialty Hardware
• DOE is currently working with  many 

custom AI hardware vendors.

• ALCF hosts the DOE’s AI Testbed: 

https://www.alcf.anl.gov/alcf-ai-
testbed


• We are exploring the possibility of 
these systems being integrated as 
u s a b l e s i d e c a r s t o f u t u r e 
supercomputers.

https://www.alcf.anl.gov/alcf-ai-testbed
https://www.alcf.anl.gov/alcf-ai-testbed
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AI4Science
• Exascale Computing Project: a multi-year funded 

project that laid the groundwork for deploying the 
US Exascale systems.


• Included large efforts for software 
development, including large HPC community 
software.


• With Exascale machines having arrived, ECPs 
mission is coming to an end.


• Currently DOE-ASCR has an ongoing AI4Science 
process of community workshops which is 
modeled after how the ECP was initially 
developed.


• This recognizes that AI is going to be an impactful 
tool in the coming decade that we need to pivot to 
support and advance.


• If such a program is spun up, it will have important 
mission impact on LCF systems. 

https://www.exascaleproject.org/


https://www.exascaleproject.org/
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Take Aways?
• Future of Architecture at HPC facilities will remain diverse 

if not grow more so:

• Software implications: using portable frameworks will 

be a benefit (watching std::par and vocally 
demanding companies support it would be good)


• Current Exascale machines where largely decided before 
AI became important in DOE science, but will be a driver 
in the deployment of the next generation machines.


• This could result in very similar looking ALCF-4, 
NERSC-10, and OLCF-5 systems.


• It may also shifting things in unexpected ways.

• The future is hard to predict.


