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on behalf of the traccc development team



Why is traccc

• Modern GPUs are capable of processing large amounts of data very 
efficiently through massively parallel execution of SIMD kernels

• HL-LHC upgrade demands faster execution times, to which GPUs could 
provide a solution
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What is traccc

• Subproject of Acts focusing 
on using accelerators to 
run track reconstruction



• Acts – Main project

traccc’s dependencies:

• vecmem – Memory classes based on 
standard C++ for heterogeneous 
computing

• detray – Geometry model of detector

• algebra plugins – Useful mathematical 
functions
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The big picture

full scale demonstrator of an

ATLAS-like track reconstruction 

chain for CPU/GPU 

source: Andreas Salzburger



Code organisation
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CPU pipeline / 
Common code
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Code organisation
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CPU pipeline / 
Common code

Device pipeline

Examples for 
testing

CI / Unit tests
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Code model
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Code model
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Code model
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Code model

Cells Clusters Measurements 

Spacepoints Binned SPs Seeds Prototracks

Clusterization 

Seeding
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Code model
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Code model
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Code model



Guilherme Almeida CERN EP-ADP-OS 2022 9

space
point

space
point

space
point

space
point

space
point

space
point

space
point

space
point

space
point

space
point

space
point

Bin 1

Bin 2

1
1

1
2

1
3

1
4

1
5

1
6

1
7

2
1

2
2

2
3

2
4

Auxiliary vector for memory access

Input jagged vector

Algorithms in a CPU vs GPU
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Dynamic memory allocation in device not possible.

• 1st kernel – Create auxiliary vector for input

• 2nd kernel – Count number of members needed for result 
jagged vector

• 3rd kernel – Create auxiliary vector for counts

• 4th kernel – Fill result jagged vector

Effectively need to run calculations twice (2nd & 4th kernels)

Use Dynamic memory allocation.

• Take input jagged vector

• Do calculations

• Append members to result jagged 
vector

Algorithms in a CPU vs GPU
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Algorithms in a CPU vs GPU
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Clusterization in a CPU vs GPU

For each cell:

• Find clusters

For each cluster:

• Create measurements

For each measurement:

• Form 3D spacepoints out of 2D 

measurements
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Clusterization in a CPU vs GPU

For each cell:

• Find clusters

For each cluster:

• Create measurements

For each measurement:

• Form 3D spacepoints out of 2D 

measurements

CPU code easily portable to GPU!
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For each spMiddle:

• Look for compat spTop

• Look for compat spBottom

• Make triplets

• Filter triplets sharing this spM

• Make seeds

For each spMiddle:

• Look for compat spTop

• Look for compat spBottom

• Make doublets

For each midBot doublet:

• Look for compat midTop doublet

• Make triplets

For each triplet:

• Filter triplets sharing same spM

• Make seeds

Seed finding in a CPU vs GPU
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Testing traccc
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Testing traccc
Parallelizing introduces a lot of 
complexity to coding

Testing full tracking chain from 
reading input data from detector 
to seeds

• GPU can significantly boost 
performance as quantity of 
data increases

10 events simulated using CPU: W-2225 / GPU: RTX A4000



Future steps
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• Working on re-synchronising traccc with main Acts

• Re-thinking in parallel

• Add additional functionality to traccc

• Performance optimizations


