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Location and Background Considerations

● located 480m away from IP1 (ATLAS)
● placed in old transfer tunnel to SPS on the 

line of sight of the IP1 collision axis
● extremely low radiation due to low dispersion function at FASER location

● <5 x 10-3 Gy/year, <5 x 107 neq@1MeV/year
● extremely low background (100m of rock between FASER and IP1)

● muons/neutrinos from pp interaction at IP1 (0.4cm-2s-1 muons with 
E>10GeV @ 2·1034 cm-2s-1 LHC inst. luminosity)

● off-orbit protons showering in collimators (negligible)
● beam gas interactions (negligible)

● FLUKA background model confirmed with in-situ measurements during 
Run-2
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FASER - New experiment at the LHC Run3

Benedikt Vormwald 5benedikt.vormwald@cern.ch

Location and Background Considerations

● located 480m away from IP1 (ATLAS)
● placed in old transfer tunnel to SPS on the 

line of sight of the IP1 collision axis
● extremely low radiation due to low dispersion function at FASER location

● <5 x 10-3 Gy/year, <5 x 107 neq@1MeV/year
● extremely low background (100m of rock between FASER and IP1)

● muons/neutrinos from pp interaction at IP1 (0.4cm-2s-1 muons with 
E>10GeV @ 2·1034 cm-2s-1 LHC inst. luminosity)

● off-orbit protons showering in collimators (negligible)
● beam gas interactions (negligible)

● FLUKA background model confirmed with in-situ measurements during 
Run-2 We Are Here

LHC beam line

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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• ForwArd Search ExpeRiment (FASER) at the LHC 
Placed 480 m downstream of the ATLAS IP on the beam axis 
Started the opera@on from July 2022 (LHC run3) 

•  Physics mo@va@on 
New long-lived par@cle searches in MeV-GeV masses  
All flavors of neutrinos at the TeV-energy fron@er

Favorable loca@on 
• Very low background from collision 

• Only high-energy muon at 
about 1/cm2/sec 

• Low radia@on level from the LHC 
• 4×106 1-MeV neutron/cm2/year 

2The FASER Experiment
FASER is new, small experiment at the LHC
Constructed and installed in 2019-2021
FASER targets light and weakly coupled particles
Exploits large LHC collision rate and highly collimated forward 

production of light particles, for instance in pion decays
1% of pions with E>10 GeV produced at η>9.2
Designed to detect both new long-lived BSM particles, such as dark 

photons and ALPs as well as neutrinos
Located 480m from ATLAS interaction point
LHC magnets as well 100m of rock shields most backgrounds

FASER

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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FASER Physics cases with Run3 data  
Dark Photon searches The first observaRon of Collider Neutrino 

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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FASER Detector

0.57 T dipoles
200mm aperture
1.5m decay volume

4 LHCb outer
EM calorimeter
modules 

Experiment built from existing spare parts as
well as some dedicated new components

3 layers per station with 8 ATLAS 
SCT barrel modules in each layer

1.1 ton detector
770 layers of 1mm 
tungsten+emulsion
neutrino target and
tracking detector
Provides 8λ

int

10mm thick scintillators
with dual PMT readout
for triggering and timing
measurement (σ=400ps)

Two 20mm scint.
300x300mm wide

Two 20mm scintillators
350x300mm wide

arxiv: 2207.11427
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FASER detector
Small, inexpensive detector  
10cm radius  
7m long 

“The FASER detector” paper 
arxiv: 2207.11427 

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 

Three 20mm scint. 
300x300mm wide

1.1 ton detector  
730 layers of 1.09mm 
tungsten+emulsion 
neutrino target and 
tracking detector 
provides 8λint

https://arxiv.org/abs/2207.11427
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All detector components are successfully 
installed in T12 in March 2022

To ATLAS

FASERν

Calorimeter 

Preshower

Tracking spectrometer Decay volume
Veto

IFT

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 

FASERν
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FASER Tracking components
3 tracker sta@ons + Interface tracker placed 
aaer the FASERν emulsion detector

FASER Tracking: components and layout
Composed two distinct parts: the tracking spectrometer (3 tracking stations) and the Interface 
Tracker (1 tracking station), placed after the FASERv emulsion detector   

Monica DOnofrio, IPA202210

Hybrid assembly

Silicon sensors

Washers

BeO facings

ABCD3T ASIC

Figure 6: Photograph of a SCT barrel strip module.

coordinate. The flex hybrid with six ABCD3TA chips per side is bridged over the sensors via a522

carbon-carbon substrate. The hybrid is attached to beryllia (BeO) facing plates located on the two523

ends of the baseboard made of Thermal Pyrolytic Graphite (TPG) with an excellent in-plane thermal524

conductivity and low radiation length, which provides the mechanical support to the sensors and525

allows for the heat generated by the ABCD3TA chips to be dissipated.526

The strip modules used for the FASER tracker have been selected among the existing spares527

of the SCT barrel modules. Since completion of the production in 2014, the modules were stored528

in individual sealed bags. Electrical tests were performed to select the modules to be used in the529

FASER tracker. The modules were selected based on the behaviour of the leakage current as a530

function of bias voltage (High Voltage, HV) applied to the sensor, and to minimise the number of531

strips with large noise, low e�ciency and cross-talk. In total, 96 modules are used for the four532

tracker stations.533

2.2 Tracker plane534

Figure 7 shows a schematic view of the tracker plane. Each plane consists of eight SCT barrel535

modules within an AW-5083 aluminium frame. Four modules are located on each side (front and536

back) of the frame as shown in Fig. 8. The distance between closest sensors in the modules along537

the out-of-plane direction is 2.4 mm, and the active area overlap along the strip-length is 2 mm. A538

flexible printed circuit board (called the "pigtail") is attached to each module and routes the electric539

lines to the outside of the frame. Four pigtails (one per module) on each side of the tracker plane540

are connected to a single patch panel. The patch-panel is used as the interface between the DAQ541
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Figure 7: Schematic view of the tracker plane. The pigtail is connected to each hybrid on the
SCT module. Note that adjacent SCT modules are mounted on di�erent side of FASER module
frame. The four pigtails in one side are connected to one patch panel. The circle represents the
200 mm-diameter magnet aperture.

and powering systems.542

Figure 8: Photograph of a tracker plane with all eight SCT modules installed. The beam axis is
perpendicular to the plane.

The aluminium frames were produced with CNC (Computer Numerical Control) machining.543

The size of the frame is 320 mm ⇥ 320 mm ⇥ 31.5 mm. The frame is cut out for most of the544

active area within the acceptance of the magnet aperture to minimize the material (Fig. 7). An inner545
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Figure 9: (left) Exploded CAD view of a tracker station and (right) photograph of a fully assembled
station. The black cover on top of the station is a carbon-fibre plate. The cooling loops of each
plane are connected together, so that per station there is only one inlet and one outlet for the cooling
fluid.

cooling channel with 5 mm diameter was integrated into the frame for the water cooling which546

extracts heat generated by the ABCD3TA chips on the modules. Details of the water cooling system547

are described in Section 6.2. A heat conducting thermal paste (Electrolube HTCP-20S) is used at548

the contact surface between the BeO facing plates of the SCT modules and the aluminium frame549

for a good thermal contact. An inlet for dry-air is also included in the frame to keep a low relative550

humidity inside.551

2.3 Tracker stations552

The tracker station is an assembly of three planes as shown in the computer-aided drawing (CAD)553

view and picture of Fig. 9. The distance between the sensor cut edge and the sensitive region is554

1 mm. For an individual plane, this results in a dead region of about 2 mm in between modules555

along the vertical direction. To overcome this, the three planes are staggered along the vertical556

direction with a relative shift of the middle (last) plane of +5 mm (�5 mm) with respect to the first557

plane. This ensures that there are at least two 3D reconstructed hit points for a track crossing the558

station. An additional dead region corresponds to the vertical slice in the centre of each module.559

This represents 1.6% of the active area, and is accounted for in the detector description in the560

simulation and reconstruction.561

Each station volume is closed by two end-covers made of carbon-fibre plates with 400 `m562

thickness (standard T300 fibres). To prevent corrosion by the corona discharge processes that563

might occur after putting the frames in contact during the station assembly, a post-treatment with564

a SURTEC-650 was performed for all aluminium parts. In addition, an O-ring sealing joint was565

attached between the frames for a good tightness and to keep the humidity inside the station as low566

as possible (typically ⇠ 1%). The total weight of one station is about 15 kg without cables.567

The thermal performance was investigated with various Finite Element Analyses (FEA) sim-568

ulations. The temperature measured with a thermistor on the flex hybrid of the SCT module is569

required to be less than 35 �C, which corresponds to the glass transition of the epoxy glue used570

for the module assembly. Keeping the coolant temperature at 15 �C, a water flow of 3 ✓/min571
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Basic component: SCT Module 
à 8 modules per tracker plane 

3 Tracker planes per station (12 total)

Low material central region: 2.1% radiation length  

Tracker Plane 

Tracking 
Station

(considering a heat transfer coe�cient for water of 500 W/m2), and the outside air convection at572

23 �C, the FEA gives a maximum temperature on the ABCD3TA chips of ⇠ 28 �C, neglecting the573

temperature rise within the water channel due to the heat load. The latter is estimated to be +0.6 �C574

for 3 ✓/min. These results are in good agreement, within 2-3 �C, with measurements taken during575

commissioning, hence validating the simulation. The FEA simulation was then used to estimate the576

temperatures on the silicon sensors and predicted 21-23 �C, which is well within the specifications577

for the epoxy glue.578

Table 2 summarizes the material budget in a tracker station. The central region with the least579

amount of material in the station, i.e., six silicon sensors and two carbon-fibre covers, accounts for580

a total of 2.1% radiation length (X0). The worst case is when the particle penetrates the edge region581

that consists of six SCT modules including sensors, TPG baseboard, flex hybrid with carbon-carbon582

bridge and ABCD3TA chips as well as the aluminium frames and station covers. In such a case,583

the material budget becomes 21.5% X0.584

Simulation results based on a dark photon benchmark model with m�0 = 100 MeV and n =585

10�5 show that 70% of the dark photons are contained within the low-material central region of the586

tracker. Finally, given the high-momentum spectrum expected for the signals of interest the e�ect587

of multiple scattering from the traversed material will be negligible.588

Component Material Number -0 (%)
/ station Central region Edge region

Silicon sensor Si 6 1.8% 1.8%
Station Covers CFRP 2 0.3% 0.3%
SCT module support TPG 3 - 0.6%
C-C Hybrid C (based) 3 - 2.2%
ABCD chips Si 3 - 6.5%
Layer frame Al 3 - 10.1%
Total / station - - 2.1% 21.5%

Table 2: Amount of material in -0 in the active area of a tracking station for three regions: i) the
central region with only the silicon sensor material and ii) the edge region. Details of the material
in the SCT module are given in Table 8 of Ref. [23]. The numbers are calculated directly from the
CAD description of the tracking station.

The three spectrometer tracker stations are mounted into the FASER detector with an AW-5083589

aluminium structure (called the "backbone") whilst the IFT is fixed on an independent support590

structure. The details are described in Section 8.591

2.4 Alignment and metrology592

Metrology was performed for all assembled planes and stations at the University of Geneva using a593

Mitutoyo CRYSTA-Apex S CNC coordinate-measuring machine with an automatic probe changer594

(Fig. 10). Measurements were performed with a mechanical touch-probe and an optical camera.595

There are four stainless steel targets on each frame (one in each corner) to define the plane596

reference coordinate system. The targets are visible from both sides, allowing measurements done597

on each side of the plane separately to be correlated. The silicon sensors of the SCT modules have598
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NIMA 166825 (2022)

Semiconductor Tracker (SCT) modules 
→8 modules per tracker plane

spare modules 
given by ATLAS  

Tracker Plane

Tracker 
Sta@on

3 Tracker planes per sta@on (12 in total)
80μm strip pitch, 40 mrad stereo angle 
(17μm / 580μm resoluRon) 

precision measurement in bending 
(verRcal) plane 
8 SCT modules give a 24cm x 24cm 
tracking layer 
ABCD readout chip 
Custom made flexible cable used to 
connect pigtail to PCB patch panel 

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Tracker Readout, Cooling, and Power
Trigger and Interlock Monitoring board

Water ChillerTracker Readout  
Board (TRB)

• Tracker Readout 
• Tracker Readout Board (TRBs) : general purpose 

FPGA board, 
• 1 TRB / tracker plane (12 in total) 

• 3m-long Twinax cables used to send data from 
patch-panel to TRB

• Cooling 
• Low radiaRon environment 
• Remove heat from the on-detector ASIC (~40W/plane) 

• water chiller at about 15 ℃ sufficient

• Power and DCS  
• Wiener MPOD power supplies 
• Custom board for tracker interlock & 

monitoring (TIM) 
• monitoring tracker temperatures by 

sending Detector Control System (DCS)

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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FASER Operation in the LHC Run3
• Successfully operated during 2022-23  

• Successfully constructed, installed 
and commissioned  

• ConRnuous and largely automaRc 
data-taking at up to 1.3 kHz  

• Lightweight operaRonal model  
• No control room

• FASER detector operations have gone  
extremely well to date

• Recorded ~97% of the delivered data
• DAQ deadtime <2% 

• No significant operational issues
• Lightweight operational model

• No control room
• Two shifters, controling and monitoring 

the experiment from their laptop

4

FASER Operations

Many thanks to ATLAS Collaboration for 
providing IP1 luminosity information!

Benedikt Vormwald 7benedikt.vormwald@cern.ch

FASER Monitoring and Operation Model

● Live monitoring via Grafana for the entire 
detector system
➔ DAQ status
➔ DCS status
➔ LHC/trigger status

● System in operation since FASER 
installation in 03/2021 and data 
preserved in a centrally maintained 
database

● Built-in alert system sends alarms to 
expert groups

● FASER (tracker) is operated/supervised 
entirely remotely by two people (no 
control room)

● Continuous monitoring of
➔ Leakage currents
➔ LV power
➔ Environmental conditions
➔ Data quality
by a remote shifter (anywhere in the 
world) part of the FASER operation 
model

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Tracker calibration

Response curve Threshold scan

S-curve

Gains

• Tracker calibraRons are performed regularly during non-
beam Rme with internal calibraRon circuit

Good linearity Good uniformity

Good equality

ref: arXiv:2112.01116

• Keep uniformity of threshold distribuRons  
• EsRmated response curves by changing injecRon charges and 

measured the values at 50 % occupancy (i.e. vt50) 
• Showing good linearity around 1 fC  

• Averaged adjusted gain over all chips is ~54 mV/fC 
• good agreement with previous studies by ATLAS SCT group

NIM A 568 (2006) 642-671

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 

https://arxiv.org/abs/2112.01116
https://www.sciencedirect.com/science/article/abs/pii/S016890020601388X?via=ihub
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Long-term stability (Gain)

2

Preliminary Preliminary

Figure: A history plot of Gain distribu7ons of each tracker layer over 2 years opera7on from June 2022 to September 2023 with different colors. 
Those are obtained by regular calibra7on runs in 2022 and 2023 during no LHC beam 7me. Means (leJ) and standard devia7ons (right) of each 
distribu7on are separately shown. Please note that this width represents a spread of a distribu7on, not an error of a mean value. Defec7ve 
strips are removed from each distribu7on. The defini7on of the defec7ve strips are following: (1) dead and noisy strips found by maskscan, (2) 
low gain strips with less than 40 mV/fC, (3) Low Equivalent Noise Charge (ENC) strips with less than 850 electrons and (4) untrimmable strips 
following a full range of trim scans. We have been achieving stable opera7on, keeping the consistency of the tracker performance.

Mean values Standard DeviaRons

• Gain = relaRon between comparator voltage and effecRve threshold charge 
• Performed regular calibraRon runs in 2022 and 2023 during non LHC beam Rme 
• Monitored the average and standard deviaRon (spread) of distribuRons in each layer 

• Please note that defecRve strips are removed before  
• Have been achieving stable operaRon, keeping the consistency of the tracker performance

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Preliminary Preliminary

Figure: A history plot of Noise distribu7ons of each tracker layer over 2 years opera7on from June 2022 to September 2023 with different 
colors. Those are obtained by regular calibra7on runs in 2022 and 2023 during no LHC beam 7me. Means (leJ) and standard devia7ons (right) 
of each distribu7on are separately shown here. Please note that this width represents a spread of a distribu7on, not an error of a mean value. 
Defec7ve strips are removed from each distribu7on. The defini7on of the defec7ve strips are following: (1) dead and noisy strips found by 
maskscan, (2) low gain strips with less than 40 mV/fC, (3) Low Equivalent Noise Charge (ENC) strips with less than 850 electrons and (4) 
untrimmable strips following a full range of trim scans. We have been achieving stable opera7on, keeping the consistency of the tracker 
performance.

Long-term stability (ENC noise)

Mean values Standard DeviaRons

• Noise = threshold dispersion at charge injecRon of 2fC 
• Performed calibraRon runs in 2022 and 2023 during non LHC beam Rme 
• Monitored the average and standard deviaRon (spread) of distribuRons in each layer 

• Please note that defecRve strips are removed before  
• Have been achieving stable operaRon, keeping the consistency of the tracker performance. 

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Monitoring defective strips for 2022-2023

4

Figure: The history of defec7ve strips in each layer from June 2022 to September 2023, dis7nguished by different colors and markers. The data are 
derived from regular calibra7on runs conducted in 2022 and 2023 when the LHC beam was not opera7onal. The data-taking periods are shown as the 
gray hatches. The criteria for defining defec7ve strips include: (1) dead and noisy strips iden7fied by maskscan; (2) strips with low gain, exhibi7ng less 
than 40 mV/fC; (3) strips with low Equivalent Noise Charge (ENC), registering less than 850 electrons; and (4) untrimmable strips following a full range of 
trim scans. Sta7on3 Layer0 has the most defec7ve strips, which is almost clustered in one chip. This data demonstrates stable opera7on, with fewer than 
400 strips deemed defec7ve, equa7ng to only 0.03% of the total. This indicates consistent performance of the tracker.

Preliminary2022 Run 2023 Run

• Monitored # of defecRve strips during 2-year operaRon 
• Criteria for defecRve strips: 1) dead and noisy strips idenRfied by a regular calibraRon, 2) low 

gain (<40 mV/fC), 3) low ENC (<850 electrons), 4) untrimmable strips (i.e. showing non-
uniformity of the threshold)  

• ST3/L0 shows the largest number (>100), which is almost clustered in 1 chip (known before) 
• More than 99.7 % of strips are available in all layers 

12 layers 
In total

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Figure: The history of noisy strips in each layer from June 2022 to September 2023, dis7nguished by different colors and markers. Those 

strips are classified as noisy due to high occupancy (more than 0.01) from data derived from physics or cosmic runs. The data-taking 

periods are shown as the gray hatches. Those strips are treated properly in offline analysis, by assigning their efficiencies are 100 %. The 

number of iden7fied noisy strips are highly overlapped with the defec7ve strips indicated from the standalone calibra7on while the LHC is 

not opera7onal. This data demonstrates stable opera7on, with around 200 strips deemed noisy, equa7ng to only 0.01% of the total. This 

indicates consistent performance of the tracker.

Preliminary

14

Monitoring noisy strips for 2022-2023

2022 Run 2023 Run

• Monitored # of noisy strips during 2-year operaRon, idenRfied at offline analysis 
• Criteria for noisy strips: occupancy > 0.01 (requirement is 5 × 10-4 ) 
• Only 0.2 % of all strips are idenRfied as noisy  

• Heavily overlapped with the ones labelled as defecRve

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Detector Hit Map

Benedikt Vormwald 11benedikt.vormwald@cern.ch

Detector Hit Map

● Distribution of clusters on track show excellent detector coverage in all layers
● Inefficiencies in between modules from module edges expected
● Station design shifts planes +/- 5mm in order to avoid overlapping inefficiencies
● Total number of dead/noisy strips <0.5% 

station 0
(IFT)

station 1 station 2 station 3

DistribuRon of hits on track show excellent detector coverage in all layers  
Inefficiencies in between modules from module edges expected 
StaRon design shiYs planes +/- 5mm in order to avoid overlapping inefficiencies  

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Detector Timing and Hit Efficiency 

Benedikt Vormwald 9benedikt.vormwald@cern.ch

Detector Timing

● Early LHC fills used to time-
in the tracker

● ~1kHz of muon rate through 
FASER

● Coarse timing via trigger 
latency

● Fine timing via clock 
adjustment on the tracker 
DAQ boards

● Chosen working point: 
center of the efficiency 
plateau

ABCD readout
● Readout chip returns last 

3 BX in its pipeline upon 
arrival of L1A

● Hit = pattern 010 and 011 
(=01X)

Benedikt Vormwald 10benedikt.vormwald@cern.ch

Detector Hit Efficiency

● Operation point indicated with dashed lines
● No radiation damage expected at the detector location in TI12
● Very likely no need to adjust operation point in the future
● Hit efficiency of 99.64 ± 0.10% at threshold 1.0 fC and sensor bias 150V
● Very well in agreement with early ATLAS SCT results (https://doi.org/10.1088/1748-0221/9/08/P08009)

Efficiency evaluation:
● Track reconstruction per 

station with 1 of 6 strip 
sensor layers blinded

● Efficiency = find strip in 
blinded sensor layer 
compatible with track 
(∆y=500μm)

Timing eff. 

Hit eff. 
Efficiency evalua@on:  
• Track reconstrucRon per staRon 

with 1 of 6 strip sensor layers 
blinded  

• Efficiency = find strip in blinded 
sensor layer compaRble with track 
(∆y=500μm)  

Hit efficiency of 99.64 ± 0.10% at 
threshold 1.0 fC and sensor bias 150V 

Early LHC fills used to @ming scan: 
• ~1kHz of muon rate through FASER  
• ABCD chip readout 

• returns last 3 bits in its pipeline 
upon arrival of L1A 

• Hit = pazen 010 and 011 (= 01X) 
• Fine Rming via clock adjustment on the 

tracker DAQ boards  
• Chose center of the efficiency plateau  

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Track reconstruction with ACTS software

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 

Use Kalman filter to 
resolve ambiguity

Tracking is performed based on soYware (Calypso) based on ACTS* 
* ACTS: A Common Tracking Soaware 

• (Combinatorial) Kalman Filter w/ cluster or spacepoint 
• Same Event Data Model with ATLAS (Athena)

https://acts.readthedocs.io/en/latest/
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First alignment with collision data
• First alignment: should be simple and robust for 3 stations
• Iterative local chi2 alignment inside each tracker station

• Using good tracks (e.g. pz>300GeV, nClusters>14, chi2 <200, r<95mm)
• Validated with MC simulation 
• Only consider 2 of 6 degree of freedoms, Y translation and Z rotation

• Silicon strip detector, precision on Y is much better than X
• Track parameters and residuals are improved significantly

• Global alignment algorithm has been tested in these days, including the IFT

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Future prospects 
• Track matching between trackers and the 

emulsion detector 
• Enable charge identification or  

classification, and potentially  
• Alignment is the crucial part due to the 

difference of a spatial resolution

νμ/ν̄μ

ντ /ν̄τ

Event in  
emulsion detectors 

Hits in trackers 

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 
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Conclusion 
• FASER is the new experiment at the LHC from Run3 
• Data-taking is super smooth, recorded ~98 % of delivered data. 
• FASER tracker is consists of 4 Silicon strip trackers 

• Keeping the consistency of the tracker performance for 2-year operation 
• More than >99.7 % strips are available  
• ATLAS SCT is working ver well even about >15 years after the construction (~2005-2006) 

• The first alignment with collision data is done with simple and robust ways 
• To be improved with a global alignment algorithm such as millepede II 

• Try to match tracks between the IFT and emulsion for  classificationνμ/ν̄μ

• Recent publica@ons 
• Search for Dark Photons with the FASER Detector at the LHC 

• arXiv: 2308.05587 
• First Direct ObservaRon of Collider Neutrinos with FASER at the LHC 

• Physical Review Lezers and arXiv: 2303.14185 
• The tracking detector of the FASER experiment 

• NIMA 166825 (2022) and  arXiv: 2112.01116 

Vancouver, 4th Dec 2023, HSTD 13 conference, Tomohiro Inada (CERN) 

https://arxiv.org/abs/2308.05587
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.131.031801
https://arxiv.org/abs/2303.14185
https://www.sciencedirect.com/science/article/pii/S0168900222003096
https://arxiv.org/abs/2112.01116
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FASER TRACKER: READOUT
Decided to not use the ATLAS SCT readout to simplify the system.
Custom made flex cable used to connect pigtail on SCT module to custom PCB 
patch panel which separates out power (HV, LV), readout, monitoring lines.

Flex cablePatch-panel

FASER SCT Tracker
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FASER SCT Tracker: Module QA

18

FASER TRACKER: MODULE QA

SCT modules used had passed 
ATLAS QA in ~2005 and then been 
kept in storage. Important to test their 
functionality.
SCT module QA at CERN in March 
2019. Identified > 80 good spare 
modules – more than enough for 
FASER needs.
Performance seems not to be 
degraded by long term storage/age.
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FASER SCT Tracker: Mechanics
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FASER TRACKER: MECHANICS

CNC machining of layer frame gives position of each SCT module at better than 10um.
Metrology of frame – measures fiducial marks on SCT modules with a few um accuracy.
Fully automated procedure – measures all marks on one side in 15mins.
Will form the basis of the per plane alignment. 

Precision of the 3 layers in a 
station defined by precision pin 
in frame (10um accuracy).
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FASER TRACKER: COOLING

ASICs

Tracking layer frame, CNC 
machined from single Al block.
Frame contains 5mm cooling 
pipe running around the 
outside.
Thermal performance validated 
by FEA simulations and 
measurements (NTC on each 
SCT module, and 2 on frame)

SMC chiller

- Due to the low radiation in TI12 the silicon can be operated at room temperature, 
but the detector needs to be cooled to remove heat from the on-detector ASICs

- ~5W per module => 40W/plane => 360W in full detector 
- Tracking layer designed to give sufficient thermal and mechanical properties, whilst 

minimizing material in tracking volume
- Use simple water chiller with inlet temperature 10-15 degrees

- Tracking stations flushed with dry air to avoid condensation
- Hardware interlock to turn off tracker if cooling / humidity control fails
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FASER SCT Tracker Cooling
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FASER SCT Tracker Cooling
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Tracker Cooling system
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Tracker Plane Metrology and Survey


