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® Iree |level, theoretically clean processes with large

Introduction to b — ¢ anomalies

® Sensitive to NP via LFUYV tests
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Experimental average (HFLAV):

R(D) = 0.357 £ 0.029
R(D*) = 0.284 + 0.012

SM predictions:

R(D) = 0.298 + 0.004
R(D*) = 0.254 + 0.005

Comb. discrepancy at ~3.3c¢ level hinting at 7 over-abundance



The partner LFUYV ratio observable

. Q%(/\Ib — ACTU) . .
Interesting x-check coming from R(A ) = ~mediated by the same b — clv transition

‘%(Ab — Acfl/)

= Analogous 7 over-abundance predicted in this sector!

R(A:) R(D) R(D*)
RSM(Ac) N 0.262RSM(D) 0.738RSM(D*)

Blanke. Crivellin, De Boer. Kitahara, Moscati, Nieste, Nisandzi¢ (1811.09603, 1905.08253)

However this is not what was found when LHCb measured R(A )

R(A)exp = 0.242 £ 0.076 R(A, )y = 0.324 %+ 0.004
LHCb (2201.03497) Bernlochner, Ligeti, Robinson, Sutcliffe (1808.09464)

No strong tension w.r.t SM, actually tiny hint to T under-abundance...?



A matter of normalization?

L HCb actually measures HB(A, = A zv)/HB(N\, = A 3x)to extract B(N\, = A 1v),

which is normalized to the pdg value of I (A, — A_uv) to obtain R(A,)
= potential underestimation of systematics”

t LHCDb Published

SM Expectation (BLRS)

¢

_ HCb Our Evaluation

nclusive |V

R(A gy = 0.324 + 0.004

0.04

R(A oy = (0285 0.073)| =2
ch

Bernlochner, Ligeti, Papucci, Robinson (2206.11282)

Retter agreement with SM, but tension with R(D) still present!




~or R(D™) we have

but a new elemer

multl

Open guestions

ple experiments giving a coherent pattern of deviations,

t of

he puzzle actually points to the opposite direction...

e Can new data be accommodated by a violation of the sum rule, i.e. by
assuming NP coupling not only to 7, but also to # and e ( v )

® Or, is this pointing to data incompatibility, requiring further scrutiny? ( e )



NP analysis

To study NP effects in b — clv we employ the effective Hamiltonian Cl.l M) —

F o =2/2GV [(1+ C,)0), + CL O} + CL 0L + CLOL]

Oy, = (¢r"Pyb) (Z_VuPLVz> Os, = (ePb) (1))
OéR — (E‘PRb) (Z_PLIJZ) 0% — (EO_IMUPLb) (l_a,m/PLDl)

We include RGE effects when going from the matching scale A = 2TeV

Cy, () = 1.12Cy, (2 TeV) Cs, (1p) (1.91 —0.38) Cs,(2TeV)
C§ () = 2.00 C§ (2 TeV) Cliwy)) \0. 089\ claTev)




Update of the sum rule

As a first step, we updated the sum rules due to update in B — D* FF

with

S
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S
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<
>
N

(1 + c;L) (0.314 CZ* — 0.003 ng)

+0014 (| Cg 2 +1C51* ) +0.004Re (C5 €5 ) - 130| G5

Coetticients slightly changed, overall stability of the sum rule

K(D) K(D*)
R(N,) ~ RBo(A)] 0.280 -0.720 -
Fsm(D) Rsm(D*) R(A)exp = 0.242 £ 0.076 :
= Boni(A)(1.172 £0.038) 0.04
= 0.380 = 0.012 = 0.005 to be compared with ~ K{AJexpr = (0.285 £ 0.073) Veb
2211.14172

MF, Blanke, Crivellin, Iguro, Kitahara, Nierste, Watanabe



Interlude: How to obtain the sum rule

.RD g e ?:)

= |1-|-CVL-|-CVR‘ -I-lOl‘CSL-I-CSR‘ -|-084‘CT|2

| D
1 + 1. 49Re[(1 + CVL + CVR)(CSL + CSR)] + 1. 08Re[(1 + CVL + CVR) T]
Eot WG + (Cy, P +0.04(Cs, — Cs, 2+ 16.0/Cr ﬁi
R%¥—|+VL|+\VR|+ \SL SR\+ Cr| |
| — 183R€ (]. —+ CVL)CVR] — O 11Re[(1 -+ CVL CVR)(CSL — CSR k
| —5.17Re[(1+Cy,)C7] + 6.60Re[Cy, 1%/ —
RRUEA)) _|1+C’VL| +050Re[(1+CVL)C’§*]+O.33Re [(1+CVL)C ]+052Re CSL 1
SM
* +0.32 (|05, | +1C5,|*) - 311Re[(1+C7,) OF] + 104 |07,
K (D) h K(D*) RN a+b=1 What is not canceled

’ Ksm(D) R sm(D*) B Rm(AL) = 1.49a 4+ 0.11b = 0.5 ends In 5Ac!



Usual NP scenarios not complying with data!

® Scalar Leptoguarks
S;=@B.L1/3) = Clu) =~ —8.9CHu,)
R,=(3,27/6) = Ck(u,)=~84Cku,)

® \Vector Leptoguarks

U =@3.123) = C ). Cku)

_ 1 [ » »
Ss=(3.31/3) = Chw) S V2=3,2,56) = G5 ) b g
3 Yi
C Vz
C T < «
< —
=+
® Charged Bosons 5 i
eo— \Z
+ l l
H= = Cg ), Cg () . U,
Exp. measurement
W= Gy b 4 o Ss & W'
_Ii__ o Rz
W’
C VU, ® S1

2211.14172
MF, Blanke, Crivellin, Iguro, Kitahara, Nierste, Watanabe
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R(Ac)
Predictions consistent with sum rule, not with data... 4




Sum rule violated by N

Could NP in light leptons rescue data?

P in £: we studied 36 2

D scenarios, 1st N

° field coupledtor, 2ndtou =e

= Only 2 scenarios capable to reproduce all LFUV found

SY & R?

S? & H**

BUT: in both cases Sf requires

This is however strongly incompatible with bounds from: high-

PT searches, B — K*vv, angular distribution and D"~

polarization data in B — D"~ ¢v, | V.| fits

2211.14172

MF, Blanke, Crivellin, Iguro, Kitahara, Nierste, Watanabe
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Could NP in light leptons rescue data?

As a final test, we inspected the general 8dim NP fit
T 4 4 4
= CV SL SR C CSL, CSR, Cr

but, analogously to the 2D case, we found a viable fit only for

'~ C ~
CL > +0.1 Cl o~ —1
Again strongly incompatible with bounds from: high-PT | C"’j | < 0.03
searches, B — K*vv, angular d|s ribution and D™~ — 5
polarization datain B — D ~¢v, | V., | fits | Cf\ < 0.05

2211.14172
MF, Blanke, Crivellin, Iguro, Kitahara, Nierste, Watanabe
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What if it’s a FF issue?

IgWa
—e—
The SM prediction for R(D*) might not
BGIS be as stable as originally thought!
——
) Different Form Factors approaches have
F/M different predictions, with noticeable
| ’ | increase on the prediction for the latest
determinations
DM
—T——

—

AAAAAAA

—l

HFLAV
< J J
41 J

from issues on the FF

AAAAA

0.24 0.25 0.26 0.27 0.28 0.29 0.30

R(D™)

Could the discrepancy actually arise

estimates”
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The Dispersive Matrix approach

—Xploits the dispersion 1 (glh) = 2%?{ » %g(z)h(z)

dz 5
relation valid for each FF o o|=1 7‘¢(Z)f(z)‘ <X

» 0 <(oflof) < x

1
After defining 9¢(2) = 1—2(t)z it Is possible to define the matrix with positive semidefinite determinant

(pF16F)  (bflar)  (Sflaey) -+ (bFlagy) X of  o1fr ... ONIN
(gt|of) (gtlgt) (gtlgty) -+ (9tlgtpn) <gt|¢f> — ¢(z(t))f(z(t)) bF 1—1z2 1_221 1—;zN
M = (gt 1ef)  (9ty19¢)  (gtqlaty) -+ (9tql9tp) 1 > MX — ¢1f1 l—ilz 1_1z% 1_z11ZN
<gtm‘9tl> _ _
(9t 198) (gen198) (gtpl9ey) o (9o l9tn) 1 —Z(t1)z(tm) ININ Tos T o T
20 ' ' | | | | |
t: corresponds to values of q2 where FF Is known, e.g. on Lattice 18 W " i
~ - ”\4
c\% 16 L .‘.\b‘ “”’ \_
© ' R x
" ] LI | . L] \_/14 — ".‘ —
Requiring the positiveness of the determinant allows to obtain = | L RN
. S 19|  unitarity only === SO oo
a band for the FF, representing the envelope of the results of =14 umitarity + KCs e%%ed
. ] . . 0L === o
all possible (non) truncated z-expansions, like BGL ones 0| FNAL/MILC +< _
8 MR RS S S R SR S S ] ) ]

o | 1.0 11 12 13 14 15
See talk by L. Vittorio on Wed. for more details 0 . 13



Not all that glitters is gold...

IgWa IgWa IgWa IgWa IgWa
e e ted ted —eo—]
BGJS BGJS BGJS BGJS BGJS
F—eo— *— I ® | ® I F—eo—
F/M F/M F/M F/M F/M
I ® : I ® } : ® ® | I ® :
DM = DM | = DM = DM DM S
: ® : . : ® : = = F—e— = F—e— Fr—eo— <
2 : g & = = S = >
3 5 = 0 3 = - = 2
0.44 0.46 0.48 0.50 0.52 0.54 0.44 0.46 0.48 0.50 0.52 0.54 0.20 0.22 0.24 0.26 0.28 0.20 0.22 0.24 0.26 0.28 0.24 0.25 0.26 0.27 0.28 0.29 0.30
Fi F} Afg Al R(D")
: 1.0y 0.5 : : -
Th e D I\/l FF ap p roaC h IS ‘ F;f, BELLEII — 0-534(8) F,[ DM — 0.448(20) A;B, BELLEII — 0-219(23) A‘I:‘B, BELLEII — 0.215(25)
. . F; perien = 0.521(9) 0.4} Afg, seLie = 0-230(19) A¥g, perLe = 0.252(20)
Capab ‘ c tO ad d eSS teﬂSIOﬂ N F}' gprie = 0.518(18) F; pasy = 0.498(15)
>1<) (aﬂd ‘ V | : 0.8} F{ ppiie = 0.485(18) F; lowa = 0.534(2) 0.3
R(D incl. vs
: Cb —~ 0.7 0.2}
excl. discrepancy), but  <°
: : : N 0.1¢
however In tension with new = 0§
C 4 0.0
F an d A d ata I 0.5] Afg, pm = 0.262(14) Agg, pm = 0.258(14)
L FB 0.1 . 5t = 0.250(16) . (16)
0.4¢ A;‘B. BGJS — 0.255(21) AlfiB. Bass = 0.250(21)
-0.2 AL ewa = 0.217(3) Abp 1owa = 0.211(3)
%0 2 4 6 8 10 0 2 o8 8 10
2
q q

2305.15457

MF, Blanke, Crivellin, Iguro, Nierste, Simula, Vittorio
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DM FF cannot fix all at once

Indeed, if one tries to perform a SM
fit to data obtains

R(D*)g; = 0.265 % 0.005
F; 4 = 0.515+0.005
%B,ﬁt —_ 0.227 1 0.007

0.222 4+ 0.007

U
AFB, fit

Re-emergence of R(D™*) anomaly,
- 4 4
dlsappeal’aﬂCe Of FL and AFB Ones, 10 1.4 1.2 1.3 14 15 1.0 1.1 12 13 14 15
increase of F(w) values . v

This Is however in contrast to original
lattice data the method is based on!

2305.15457

F, Blanke, Crivellin, Iguro, Nierste, Simula, Vittorio 15




What about (again) NP in light leptons?

The DM FF offer the unigue possibility to employ NP in light leptons to
address anomalies (forbidden in other scenarios due to CKM [imits)

Could this fix the issue”?

gv. € [—0.04,0.01

gs, € [—0.07,0.02] Only evidence found for gy, = — 0.054 £ 0.015
gsr € :—0.05, 0.03j however Ff and AlfB are insensitive to it, so not

gr < :—0.01,0.02? helpfu

No, it can't! Anomalies in Ff and AlfB cannot be addressed using DM FFs!

2305.15457
MF, Blanke, Crivellin, Iguro, Nierste, Simula, Vittorio




®

»

»

Conclusions

he measurement of R(A ) is not following the pattern of R(D™), which would predict an
higher value in the presence of NP coupled to 7. Adding NP to e/u does not help

However, several concerns might point to a problem on the exp. side, NP is still viable

Recent developments in the determinations of B — D* FF suggested the possibility of
addressing R(D*) in the SM. However, incompatibility with recent data on AIfB and Ff
invalidate the possibility

17



Back-up



Where is this coming from!?

In order to understand the origin of the FF behaviours, it's instrumental to take a look at the helicity amp.

Ho(w) = ——— Ha(w) = f(w) F mpmp-vw? — 1g(w)

which are used to build

d_F 2 2 2 this implies for light leptons a
dw X [Ho(w)” + |Hy (w)[” + |H-(w) peculiar behaviour for Fi(w)
FE (w) _ |H()(’UJ) :
- [ Ho(w)|? + [Hy (w)|? + |H- (w)|? Fi(w) | dl/dw | R(D*) | Abg | Ff
¢ _ [H_(w)|* — |[Hy(w)/?
Are () = o) + [He () + [H-(w) 2 Bl B N B
W N VA P I
2305.15457

F, Blanke, Crivellin, Iguro, Nierste, Simula, Vittorio 19




The lgVVa approach

Expand the FF ay(w) = EW)hy(w), with &(w) the leading Isgur-Wise function, in @, and 1/my,

A— A A A A - A
hix = hXO . (ShX o ———6hx gy + ——hxm, + ( 5hx |
s T~ 2my S 2me A7 . A

n X M, o sub-lead. I-W functs. ¢3(W), y 3(W) o sub-lead. I-W functs. £ _¢(w)

Expand each of the 10 |-W functs. as a power of z, and fit to theory and experiment
data up to a different order for each of the functions, selected by goodness-of-fit

flw) =P +8fMz+16 (fV +2f%) 2>+ °

= (9f®) +48fF@ 4 32F®) 22 + O(2*)

2004.10208
lguro, Watanabe




The BGJS approach

Expand the FF as a series inz = (\/w + 1 — \/5)/(\/w + 1 + \/5), where w = (mg + m3. — q*)/ (2mgmp.)

‘f(z) _ 1 ai Zk Different expansion order for each FF
|V o P.( )¢( ) k= | (selected by goodness-of-fit)
| i\2)Pi\%) 120 {‘ Y
o S | 1.6 - :
Weak unitarity constraints imposed on series : BGL®@?? fit
coefficients to ensure a rapid convergence of the o 141
series in the physical region, 0 < z < 0.056 E\ , ZEt:‘: e Belle Tagged 2017
- _
=1 1.0" I=f=l » Belle Untagged 2018 -
Ng nf f nFy Né% |
g\2 2 F1\2 8. = = :
D (@) <1, ) (a1)?+) (a*)? <1 z 08 ﬁ
k=0 1=0 k=0 ~ 0.6 ]
0.4_ 1111111111111111111111111 |
1.0 1.1 1.2 1.3 1.4 1.5

1905.08209

ambino, Jung, Schacht w 21




-mploys the same parameterizatio
BGL approach, first results beyond
recoll have been recently obtal

Problem with the slope?

2105.14019
Fermilab Lattice and MILC collaborations

The Lattice approach

0.0014

1 as the N
NON-Zero 0.0012 |"\§

Result is however not fully compatible with exp.

ned

0.0010

0.0008

nEw Ve F(w)|?

0.0006

0.0004

0.0002

Fermilab/MILC
Belle untagged

- Babar

Fermilab/MILC
Belle untagged e~
Belle untagged u—
BaBar synthetic

1.0 1.
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The Dispersive Matrix approach

B(z) — V7(2) < f(z) < B(2) + V()

1 N 1 — 24
z) = f.d L
A& = S 20—,
1 1 FF is given by convolution of f(z)
7(2) = 1 — 22 ¢2(2)d?(2) (X —xpm) and y(z) with the distribution of input
N . .
_ Z b Fodd, (1 —22)(1 — ZJ2) lattice data with ¥ > ypw
XDM = Py SERTIEIEE Y 1 — 22, > corresponding to the unitarity
N L, requirement: it represents the
d(z) = H v — -, envelope of the results of all possible
—1 m
" N (non) truncated z-expansions
1 — 22
d;, = ZMLLLAN
J H Zj — Zm

m£j=1
23



® Model independent

NP global fits w/out R(A )

Pull [x{.] Fitted Cx
SM - [22.4] -
Cy, 44[2.8]  +0.08(2)
Cy., 1.9[18.8] —0.05(3) Cy, ~0.02£40.43
Cs, 3.0[13.3] +0.17(5) Cs, ~ —0.58+i0.88
Cs, 38[7.9]  +0.20(5)
Cr  3.4[10.6] —0.03(1)
® Some model dependent

U; LQ:  Cy, =0.07, Cs, = 0.06,

S1 LQ (Cy, =0): Cs, = —-89Cr =0.19,

Ry LQ (Cy,, = 0) : Cs, = 8.4Cy = —0.07 £140.58,

Re-emergence of scalar solutions

Pull =4.1 .
" due to latest measurement, which

require smaller NP in R(D*)
compared to R(D)

Pull =4.2

Pull = 3.8

Pull = 3.9

Pull =4.0

Iguro, Kitahara, Watanabe (2210.10751)
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