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Motivation

2

-  mediated by FCNC


‣ suppressed in the SM     sensitive to NP


‣ rich angular structure


‣ NP can alter branching ratio and ang. distributions

B0 → K*0μ+μ−
2 Formalism46

The B0 ! K⇤0(! K+⇡�)µ+µ� decay can be described by five kinematic variables; the47

dimuon invariant mass squared, q2, the K+⇡� invariant mass squared, k2, and the three48

decay angles ~⌦ = (✓`, ✓K ,�). Here, ✓` is the angle between the µ+(µ�) and the direction49

opposite to that of the B0(B0) in the rest frame of the dimuon system, ✓K is the angle50

between the direction of the K+(K�) and the B0(B0) in the rest frame of the K⇤0(K⇤0)51

system, and � is the angle between the plane defined by the dimuon pair and the plane52

defined by the kaon and pion in the B0(B0) rest frame. A full description of the angular53

basis is provided in Ref. [7]. The di↵erential decay rate of B0 ! K⇤0(! K+⇡�)µ+µ�
54

decays, where the K+⇡� pair comes from an intermediate resonance of spin-1 (P-wave),55

can be written as [8, 27]56
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where the Ii are the q2-dependent angular coe�cients defined in Appendix A.1, which57

can be conveniently expressed in terms of the amplitudes AL,R
0,?,k and At. The former are58

transversity amplitudes where the symbols 0,?, k refers to the polarisation of the K⇤0
59

meson and the indices L and R denote the chirality of the lepton current. The amplitude60

At corresponds to a time-like polarisation of the virtual vector boson and longitudinal61

polarisation of the K⇤0 meson [27]. These amplitudes are the physical quantities that62

describe the decay process and can be expressed as [17, 23]63
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⇤ no flavour-changing neutral currents at tree level
⇤ sensitive to NP contributions (including LFU violation)
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Figure 4: Updated SM predictions for the normalized di↵erential branching ratios

and the optimized angular observable P
0
5
, which we overlay with two BSM scenar-

ios. The scenario labeled “BSM best fit” corresponds to the process-specific BSM

best-fit point of the likelihoods of Fig. 5. “BSM benchmark” is obtained by setting

C
BSM

9
= �C

BSM

10
= �0.5 and adapting all hadronic parameters. The small uncer-

tainty in the first bin of P
0
5

compared to the literature is due to a smaller soft gluon

contribution [39].

Results

In Figure 4 we compare our predictions with the available experimental data of the branching

ratios and the P
0
5

observable for B ! K
⇤
µ

+
µ

� in bins of q
2. Further plots confronting our SM

predictions of the remaining angular observables with the data are provided in Appendix F.

The bins are chosen to align with those of the LHCb measurements for ease of comparison. We

find a clear discrepancy between the central values of the predictions and the measurements

of certain observables. The compatibility of the data with the SM predictions is determined
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Figure 4: Updated SM predictions for the normalized di↵erential branching ratios

and the optimized angular observable P
0
5
, which we overlay with two BSM scenar-

ios. The scenario labeled “BSM best fit” corresponds to the process-specific BSM

best-fit point of the likelihoods of Fig. 5. “BSM benchmark” is obtained by setting

C
BSM

9
= �C

BSM

10
= �0.5 and adapting all hadronic parameters. The small uncer-

tainty in the first bin of P
0
5

compared to the literature is due to a smaller soft gluon

contribution [39].

Results

In Figure 4 we compare our predictions with the available experimental data of the branching

ratios and the P
0
5

observable for B ! K
⇤
µ

+
µ

� in bins of q
2. Further plots confronting our SM

predictions of the remaining angular observables with the data are provided in Appendix F.

The bins are chosen to align with those of the LHCb measurements for ease of comparison. We

find a clear discrepancy between the central values of the predictions and the measurements

of certain observables. The compatibility of the data with the SM predictions is determined
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5

- Non-local hadronic contribution “charm-loop”


‣ Difficult to calculate reliably from first 
principles


‣ Can mimic NP


‣ Can we access it from data?
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❖ Important developments on the theory 
side (see talk by Meril…)


❖ SM prediction available @q2 < 0



Unbinned amplitude analysis

6

- Perform  unbinned amplitude analysis


‣ model local vs non-local contributions
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‣ Fit 5-D differential decay rate!
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Analysis overview

7

- Six-dimensional fit 


‣ `differential decay rate + invariant B mass to 
separate signal from combinatorial background

- Large number of signal parameters


‣ Wilson coefficients:                                [floated] +              [fixed to SM]        


‣ local FF :  [constrained to LCSR + latticeQCD]


‣ non-local hadronic parameters                (see next slides)


‣ S-wave (FFs + relative magnitude&phase)

- Same dataset of previous LHCb  
binned angular analysis (Run-I + 2016) 4.7 fb  


‣ two  regions: [1.1, 8.0] & [11, 12.5] GeV

B0 → K*0μ+μ−
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Non-local contributions

8
q20

Branching ratio, polarization fraction and 
phase difference from  B0 → ψnK*0

Experimental measurements

data

- Combining theory & experimental information to constrain charm-loop parameters

K*μμ

Value of charm-loop at 

 reliable for 

q2 < 0
q2 ≪ 4m2

c

Theory information

data
K*μμ

PRD 88 052002 (2013)

PRD 90 112009 (2014)
PRD 88 074026 (2013)

PRD 76 031102(R) (2007)

JHEP 09 (2022) 133



Non-local contributions

8
q20

Branching ratio, polarization fraction and 
phase difference from  B0 → ψnK*0

Experimental measurements

data

- Combining theory & experimental information to constrain charm-loop parameters

K*μμ

Value of charm-loop at 

 reliable for 

q2 < 0
q2 ≪ 4m2

c

Theory information

data
K*μμ

-  prior: include theory points @ q2<0 

-  only: exclude theory points @ q2<0

q2 < 0
q2 > 0

PRD 88 052002 (2013)

PRD 90 112009 (2014)
PRD 88 074026 (2013)

PRD 76 031102(R) (2007)

JHEP 09 (2022) 133



Branching ratio constraint

10

- Angular information can only access the relative size of 
Wilson coefficients


‣ Scale of Wilson coeff. set by branching ratio
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is parametrised over the range [1, 14]GeV2/c4 using the sum over the product of four86

one-dimensional Legendre polynomials, each depending on one angle or q2. No dependence87

of the e�ciency on k2 is observed. Moreover, the relative e�ciency between rare and88

control modes are obtained from these simulations in order to access the branching ratio89

information. The e�ciency model is validated by comparing the branching fraction of the90

decay B0
!  (2S)K⇤0 to its known value [50] in di↵erent data-taking periods.91

An extended unbinned maximum-likelihood fit to the five-dimensional di↵erential92

decay-rate, in q2, k2 and the three decay angles, and the B -candidate invariant mass93

distribution is performed using the TensorFlow library [51] with an interface to the94

Minuit minimisation algorithm [52, 53]. The fit is performed simultaneously on each95

data-taking period and each q2 region. The real part of the C
(0)
9 and C

(0)
10 coe�cients are96

allowed to vary in the fit, while the C
(0)
7 WCs, which are strongly constrained by radiative97

B decays [54] are fixed to their SM values. The B -candidate invariant mass distribution98

is used in the fit to to discriminate signal from background.99

The signal model is developed by systematically assessing the impact of the polynomial100

expansion of the non-local FF contributions. Due to the strong correlations amongst the101

predictions at q2 < 0, the expansion is performed around q2 = 0. The truncation point of102

the expansion is chosen by repeating the fit with increasing orders of polynomials, and103

the Akaike information criterion [55] is used to decide on the statistical relevance of each104

additional set of coe�cients. A fourth order expansion is found to be su�cient when fitting105

the data. The B -candidate mass distribution is parameterised by a Gaussian function106

with power-law tails on both sides of the distribution. Finally, the signal component in107

the k2 distribution is modelled using a relativistic Breit-Wigner function and the LASS108

parameterisation [56] for the S-wave component.109

The background is independently modelled for each run period by second-order110

polynomials for the decay angles and q2, with coe�cients allowed to vary in the fit. The111

k2 distribution is described by the sum of a linear function and a Breit-Wigner amplitude112

squared in order to accommodate possible genuine K⇤0 resonances associated with random113

µ+ and µ� tracks. The B-candidate mass distribution is parameterised by an exponential114

function. A significant correlation between the cos ✓K , q2 and the B invariant mass is115

observed due to a veto used to reject B+
! K+µ+µ� decays. This distortion is accounted116

in the combinatorial background lineshape by introducing a three-dimensional data-driven117

correction factor in the background parametrisation.118

The observed yield is related to the branching ratio for the decay through119

Nsig = NJ/ K⇡ ⇥
B(B0

! K⇤0µ+µ�)⇥ 2
3

B(B0 ! J/ K+⇡�)⇥ fJ/ K⇡ ⇥ B(J/ ! µ+µ�)
⇥R" , (3)

where NJ/ K⇡ corresponds to the yield of the control channel obtained directly from a120

mass fit, the resonant and charmonium branching ratios B(B0
! J/ K+⇡�) = (1.15±121

0.01 ± 0.01)10�3 and B(J/ ! µ+µ�) = (5.96 ± 0.03 ± 0.05)10�2 are obtained from122

Refs. [57] and [50], respectively, fJ/ K⇡ = 0.644 ± 0.010 is a numerical factor to scale123

the total B ! J/ K+⇡� branching ratio in the k2 range considered, R✏ is the relative124

e�ciency between the signal and control modes obtained by simulated samples, and the125

signal decay width is given in Eq. 2.126

A series of external constraints are further imposed on the signal model in order to127

ensure the stability of the amplitude fit in a similar fashion to Refs. [36, 37]: the values of128

3

B0 → J/ψK+π−

- Include branching ratio measurement in the analysis


‣ Normalised to decays B0 → J/ψK+π−

‣ Largest systematic uncertainties:

❖  

❖  
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Figure 2: Distribution of events in the combined Run1 and 2016 data sets. The distributions of
the three angles, q2, and k2 are given for candidates within a window of ±50MeV/c2 around the
known B0 mass. Overlaid are the total fit projections together with the individual signal and
background components.

Table 3: Log-likelihood di↵erences between the fits to data with di↵erent truncation orders of
the non-local hadronic parametrisation H�[zn] for the two considered fit configurations.

2� logL
q2 < 0 prior q2 > 0 only

H�[z3]�H�[z2] 3.6
H�[z4]�H�[z3] 21.22 -
H�[z5]�H�[z4] 8.64 -

sources of systematic uncertainties are discussed in detail below and are summarised in362

Table 4. The size of each systematic uncertainty is estimated using pseudoexperiments363

generated from the observed signal and background yields in which one or more parameters364

are varied. The parameters of interest are determined from these pseudoexperiments using365

the nominal model and the systematically varied model. In most of the cases, the average366

di↵erence between the results of the fit in the two models is taken as an estimation of the367

systematic uncertainty. The exception to this are systematic uncertainties associated to368

the use of external inputs and the statistical uncertainty of the e�ciency correction, where369

the standard deviation of the di↵erence between the two results in each pseudoexperiment370

is used instead.371

The main sources of systematic uncertainty on the size of the Wilson coe�cients372

C9 and C10 arise from the use of the external inputs in the determination of the signal373

branching fraction of Eq. 13. This primarily concerns the uncertainty on the normalisation374

branching fraction B(B0 ! J/ K+⇡�) = (1.15± 0.01± 0.05) · 10�3 [65] and the fraction375
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Figure 3: Distribution of events in the combined Run1 and 2016 datasets. The distributions of
the three angles, q2, and k2 are given for candidates within a window of ±50MeV/c2 around the
known B0 mass. The total fit projections together with the individual signal and background
components are overlaid.

di↵erence between the results of the fit in the two models is taken as an estimation of the373

systematic uncertainty. The exception to this are systematic uncertainties associated to374

the use of external inputs and the statistical uncertainty of the e�ciency correction, where375

the standard deviation of the di↵erence between the two results in each pseudoexperiment376

is used instead.377

The main sources of systematic uncertainty on the size of the Wilson coe�cients378

C9 and C10 arise from the use of the external inputs in the determination of the signal379

branching fraction of Eq. 14. This primarily concerns the uncertainty on the normalisation380

branching fraction B(B0 ! J/ K+⇡�) = (1.15± 0.01± 0.05) · 10�3 [65] and the fraction381

of B0 ! J/ K+⇡� decays that fall in the mK⇡ window of the analysis fB0!J/ K⇡
±100MeV =382
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Table 4: Summary of the systematic uncertainties on the Wilson coe�cients. The individual
sources are described in the text. The subtotals and total are obtained by adding individual
sources in quadrature.

C9 C10 C 0
9 C 0

10

Amplitude model

S-wave form factors < 0.01 < 0.01 < 0.01 < 0.01
S-wave non-local hadronic 0.02 0.02 0.14 0.04
S-wave k2 model < 0.01 < 0.01 0.05 0.03

Subtotal 0.02 0.02 0.15 0.05

External inputs on BR

B(B0 ! J/ K+⇡�) 0.05 0.08 0.02 0.01

fB0!J/ K⇡
±100MeV 0.03 0.03 0.01 < 0.01
Others 0.03 0.04 0.03 0.01

Subtotal 0.07 0.09 0.04 0.01

Background model

Chebyshev polynomial order 0.01 0.01 0.01 < 0.01
Combinatorial shape in k2 0.02 < 0.01 0.02 < 0.01
Background factorisation 0.01 0.01 0.01 0.01
Peaking background 0.01 < 0.01 0.02 0.01

Subtotal 0.03 0.02 0.03 0.01

Experimental e↵ects

Acceptance parametrisation < 0.01 < 0.01 < 0.01 < 0.01
Statistical uncertainty on acceptance 0.02 < 0.01 0.02 < 0.01

Subtotal 0.02 < 0.01 0.02 < 0.01

Total systematic uncertainty 0.08 0.10 0.16 0.05

0.644 ± 0.010. The systematic uncertainties associated to the use of these external383

inputs are provided separately in view of possible future improvement on these quantities.384

Contributions from the uncertainty on the branching fraction of the J/ ! µ+µ� decay,385

B(J/ ! µ+µ�) = (5.96±0.03±0.05) ·10�2 [61], the uncertainty on the e�ciency ratio R",386

and the uncertainty on the observed yield of the control channel NJ/ K⇡ are also considered387

and reported together under “others” in Tab. 4. The uncertainty on R" is due to the388

finite size of the simulation samples and assumptions in the simulation model. The model389

dependence of the simulation is studied by varying the signal model in multiple ways:390

hadronic parameters are extensively varied within and beyond the SM prediction, large391

variations of the Wilson coe�cients are artificially inserted, and an S-wave component392

compatible with what is observed in the fit to data is added. The di↵erent sources are393
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Figure 2: Distribution of events in the combined Run1 and 2016 data sets. The distributions of
the three angles, q2, and k2 are given for candidates within a window of ±50MeV/c2 around the
known B0 mass. Overlaid are the total fit projections together with the individual signal and
background components.

Table 3: Log-likelihood di↵erences between the fits to data with di↵erent truncation orders of
the non-local hadronic parametrisation H�[zn] for the two considered fit configurations.

2� logL
q2 < 0 prior q2 > 0 only

H�[z3]�H�[z2] 3.6
H�[z4]�H�[z3] 21.22 -
H�[z5]�H�[z4] 8.64 -

sources of systematic uncertainties are discussed in detail below and are summarised in362

Table 4. The size of each systematic uncertainty is estimated using pseudoexperiments363

generated from the observed signal and background yields in which one or more parameters364

are varied. The parameters of interest are determined from these pseudoexperiments using365

the nominal model and the systematically varied model. In most of the cases, the average366

di↵erence between the results of the fit in the two models is taken as an estimation of the367

systematic uncertainty. The exception to this are systematic uncertainties associated to368

the use of external inputs and the statistical uncertainty of the e�ciency correction, where369

the standard deviation of the di↵erence between the two results in each pseudoexperiment370

is used instead.371

The main sources of systematic uncertainty on the size of the Wilson coe�cients372

C9 and C10 arise from the use of the external inputs in the determination of the signal373

branching fraction of Eq. 13. This primarily concerns the uncertainty on the normalisation374

branching fraction B(B0 ! J/ K+⇡�) = (1.15± 0.01± 0.05) · 10�3 [65] and the fraction375
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- Dominant uncertainty in  SM branching ratio prediction


- Fit results are found to require small adjustment in               ratio 

b → sℓℓ
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Figure 4: Form factor results as a function of q2 obtained from the amplitude fit in the two fit
configurations, compared to Ref. [57].

8 Results434

8.1 Local form factors435

Form factor predictions are currently the limiting factor for the understanding of the436

tension observed in the branching fraction measurements of many b ! sµµ decay channels.437

Any further indication on the contribution of the form factors to the decay rate is therefore438

extremely valuable. Figure 4 shows the form factors posterior distributions obtained439

from the amplitude fit results in the two fit configurations. We observe a tendency of440

the fits to systematically prefer lower values of the form factors, especially for the fit441

result with theory. Similarly, the plot on the right of Fig. 4 presents the ratio F?,k/F0,442

which shows how the fit result tends to decrease the parallel and perpendicular component443

of the form factors with respect to the longitudinal one (or equivalently increase the444

longitudinal component with respect to the parallel and perpendicular ones). Both the445

fit configurations with q2 < 0 prior and q2 > 0 only information manifest this behaviour446

coherently.447

8.2 Non-local hadronic contributions448

Figure 5 shows the real and imaginary parts of the non-local hadronic contributions449

obtained for the two fit configurations normalised to the size of the local form factors.450

The results are compatible, however some discrepancy is visible in their imaginary parts,451

especially in Im(Hk). The theoretical predictions at negative q2 impose an extremely452

strong constraint on the shape of these contributions. With q2 < 0 prior, the non-local453

contributions are forced to be approximately constant (and have an imaginary part very454

close to zero) at negative q2. The size of the contributions then rises in the physical455

region. At finite truncation order, the presence of the constraint at q2 < 0GeV2/c4 limits456

the flexibility of Im(H�(q2)) in the physical region and overconstrains their contribution457

towards smaller values. It is interesting to note that, while phase di↵erences between the458

amplitudes are predicted to be tiny at low q2, large di↵erences are measured between the459
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The main sources of systematic uncertainty for C 0
9 comes from ignoring the non-local392

hadronic contribution in the S-wave. In absence of any theoretical study on non-local393

hadronic e↵ects on K⇡-scalar amplitudes, pseudoexperiments are generated assuming a394

non-local hadronic component which is identical to the one of the longitudinal P-wave395

amplitude. Other sources of systematic uncertainties associated to the modelling of the S-396

wave amplitudes are related to the choice of the S-wave form factors and k2 parametrisation.397

The former is accessed by generating pseudoexperiments with the alternative model of398

Ref. [70], while the latter is assessed by replacing the LASS lineshape with an isobar399

model built from the sum of the K⇤
0(700) and K⇤

0(1430) resonances.400

For the combinatorial background modelling, three sources of systematic uncertainty401

are considered. The first is associated with the choice of second-order polynomials to402

model the background angular and q2 distributions. Since it is not possible to fit a403

more complex model to the data because of the small number of background candidates,404

the BDT requirement is relaxed and the background candidates selected in the upper405

mass-sideband are fitted with a fourth-order polynomial in each of the angles and q2. This406

model is used as an alternative model for the generation of pseudoexperiments. The second407

is associated with the modelling of the k2 distribution, where the value of the fraction of408

the resonant component introduced in Sec. 5.5 is varied within its uncertainty. The third409

is associated to the assumption of complete factorisation of the background distributions.410

This is studied in the upper mass-sideband. A mild non-factorisation between � and cos ✓`411

angles is observed and an alternative background model that does not assume factorisation412

in these two variables is used for the generation of pseudoexperiments. In addition,413

systematic uncertainties are assessed for the di↵erent sources of peaking background that414

are neglected in the analysis. The distribution of residual peaking-background events415

is studied in data, after removing PID information from the BDT and inverting the416

background vetoes. Events are then drawn from the selected background samples and417

injected into the pseudoexperiment data.418

Finally, two sources of systematic uncertainties are associated to the determination of419

the acceptance function: the first is related to the finite size of the simulated samples used420

to derive the acceptance coe�cients and is studied by sampling the obtained coe�cients421

within their covariance matrix; and the second is associated to the choice of the order422

of the Legendre polynomials used, and is investigated by considering a higher order423

acceptance parametrisation built from polynomials of order six, seven, eight and four for424

cos ✓`, cos ✓K , � and q2, respectively.425

8 Results426

8.1 Local form factors427

Form factor predictions are currently the limiting factor for the understanding of the428

tension observed in the branching fraction measurements of many b ! sµµ decay channels.429

Any further indication on the contribution of the form factors to the decay rate is therefore430

extremely valuable. Figure 3 shows the form factors posterior distributions obtained431

from the amplitude fit results in the two fit configurations. We observe a tendency of432

the fits to systematically prefer lower values of the form factors, especially for the fit433

result with theory. Similarly, the plot on the right of Fig. 3 presents the ratio F?,k/F0,434
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Figure 4: Form factor results as a function of q2 obtained from the amplitude fit in the two fit
configurations, compared to Ref. [57].
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Figure 5: Real and imaginary part of the ratio H�(q2)/F�(q2) obtained for the two fit configura-
tions. The shaded gray regions correspond to the vetoed J/ and  (2S) regions.

amplitudes for both B0 ! J/ K⇤0 and B0 !  (2S)K⇤0 decays. The behaviour of these460

functions in the transition between the unphysical and physical regions of q2 is further461

investigated in App. B and the imaginary part of H�(q2) is found to rise more rapidly462

than the theoretical predictions.463

One of the advantages of the parametrisation proposed in Ref. [16,24] is the introduction464

of a dispersive bound to provide control over the systematic truncation errors on the465

z-expansion. This dispersive bound, is however, found to be irrelevant for this analysis466

since it is very far from being fulfilled, as the sum of the coe�cients squared is found to467

be of the order of O(10�3) for the fit result ignoring the constraints at negative q2.468

Finally, a good compatibility between the input values and corresponding fit results is469

observed on all the B0 !  nK⇤0 observables. Moreover, in addition to the di↵erences of470

phases provided by B0 !  nK⇤0 external measurements, this analysis introduces another471

phase di↵erence that can be determined from the model, the di↵erence between the phase472

of A n
0 and the local amplitudes. The phase di↵erence of the J/ longitudinal amplitude (at473

the J/ mass pole) with respect to the rare mode is found to be �1.56+0.19
�0.18 for the fit result474

with q2 < 0 prior and �1.64+0.27
�0.17 for the one without these constraints,1 showing a good475

agreement between the two fit configurations. This result is also compatible with one of the476

two solutions obtained in the measurement of the phase di↵erence between B+ ! K+µ+µ�
477

and B+ ! J/ K+ decays [21], which are ruled by the same rare-electroweak and tree-level478

underlying transitions, respectively, but with a di↵erent spectator quark. The phase479

di↵erence of A (2S)
0 with respect to the rare mode shows an almost complete degeneracy480

and cannot be determined precisely from the fit.481

1The fit result with q2 > 0 only information shows a second solution at about �J/ 0 7! �J/ 0 + ⇡, which is
however excluded at more than 3�.
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tions. The shaded gray regions correspond to the vetoed J/ and  (2S) regions.
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Figure 5: Real and imaginary part of the ratio H�(q2)/F�(q2) obtained for the two fit configura-
tions. The shaded gray regions correspond to the vetoed J/ and  (2S) regions.
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of a dispersive bound to provide control over the systematic truncation errors on the465

z-expansion. This dispersive bound, is however, found to be irrelevant for this analysis466

since it is very far from being fulfilled, as the sum of the coe�cients squared is found to467

be of the order of O(10�3) for the fit result ignoring the constraints at negative q2.468

Finally, a good compatibility between the input values and corresponding fit results is469

observed on all the B0 !  nK⇤0 observables. Moreover, in addition to the di↵erences of470

phases provided by B0 !  nK⇤0 external measurements, this analysis introduces another471

phase di↵erence that can be determined from the model, the di↵erence between the phase472

of A n
0 and the local amplitudes. The phase di↵erence of the J/ longitudinal amplitude (at473

the J/ mass pole) with respect to the rare mode is found to be �1.56+0.19
�0.18 for the fit result474

with q2 < 0 prior and �1.64+0.27
�0.17 for the one without these constraints,1 showing a good475

agreement between the two fit configurations. This result is also compatible with one of the476

two solutions obtained in the measurement of the phase di↵erence between B+ ! K+µ+µ�
477

and B+ ! J/ K+ decays [21], which are ruled by the same rare-electroweak and tree-level478

underlying transitions, respectively, but with a di↵erent spectator quark. The phase479

di↵erence of A (2S)
0 with respect to the rare mode shows an almost complete degeneracy480

and cannot be determined precisely from the fit.481

1The fit result with q2 > 0 only information shows a second solution at about �J/ 0 7! �J/ 0 + ⇡, which is
however excluded at more than 3�.
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q2 = �1GeV2/c4 can be used to test the compatibility of the fit result with the theoretical652

prediction. Figure 11 shows a zoom of the obtained H�(q2) function at low q2. While653

the real part of H�/F� nicely embraces the theory prediction at q2 = �1GeV2/c4, the654

imaginary part tents to raise stronger than the theoretical predictions. Note that all theory655

points are strongly correlated, hence the compatibility with the point at q2 = �1GeV2/c4656

is poor. In fact, in order to include the theory point at q2 = �1GeV2/c4 as part of the657

constraints to the amplitude fit, it is found to be necessary to further increase the trunca-658

tion of the polynomial expansion by one additional order. However, this additional degree659

of freedom is found to uniquely modify the behaviour of the functions H� around that660

point, without providing any significant changes to the quality of the fit to data. Hence,661

no additional information are provided by the inclusion of the point at q2 = �1GeV2/c4662

and all conclusions remain unchanged.663
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Figure 11: Results for the ratio H�(q2)/F�(q2) obtained from the amplitude fit model with
theory. The theoretical prediction at q2 < 0 are overlaid for comparison.
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Retrieving the angular observables 
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- From the fit result we can reproduce the classic binned observables
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Figure 9: Angular observables (P -basis) obtained a posteriori from the fit results of the two fit
configurations; the subfigures isolate the contribution from non-local e↵ects to the given angular
observables. The LHCb result from Ref. [9] is overlaid for comparison, together with the SM
theory prediction from DHMV [14,15] and (for P 0

5) GRvDV [16].
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Figure 8: Angular observables (S-basis) obtained a posteriori from the fit results of the two fit
configurations; the subfigures isolate the contribution from non-local e↵ects to the given angular
observables. The LHCb result from Ref. [9] is overlaid for comparison, together with the SM
theory prediction from GRvDV [16].
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‣ Lower BR compared to 
LHCb Run1 due to updated 
normalisation inputs

been kept.
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The transversity amplitudes at low recoil are given in Section III. The ones at large recoil can be

seen in [13].

Appendix B: The Low Recoil Transversity Observables
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Wilson coefficients
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‣ Uncertainty obtained from neg. 
log-likelihood profile
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Figure 6: One-dimensional Wilson coe�cient �NLL scans. Shaded regions correspond to the
one and two sigma confidence intervals.

smaller than 1.15 (3.09). A shift of approximately 0.2 is observed in the central values of499

all the Wilson coe�cients between the two fit configurations, with the fit result with q2 < 0500

priors being closer to the SM. While from a theoretical perspective one could expect that501

non-local hadronic contributions would only a↵ect C9, the experimental determination of502

the Wilson coe�cients is a↵ected by the strong correlations of the system; a modification503

of the non-local hadronic contributions is found to influence the result on the form factors504

(as shown in Fig. 4), which in turn have an impact on the Wilson coe�cients. This505

behaviour has been studied with pseudoexperiments, where the same generated dataset is506

fitted with and without the constraints at negative q2 replicating the procedure adopted507

on data, and the variation measured in data is found to be compatible with what is508

observed in the pseudoexperiments.509

Finally, the global compatibility with respect to the SM is evaluated by inspecting the510

likelihood di↵erence in the four-dimensional space given by the four considered Wilson511

coe�cients. Taking into account the systematic uncertainties, the observed di↵erence512

in twice the log-likelihood between the best fit and SM point is found to be 2.99 (3.25).513

Considering the four degrees of freedom of the system, this corresponds to 1.3 (1.4) standard514

deviations with respect to the SM, for fit without (with) the negative q2 constraints.515
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Figure 6: One-dimensional Wilson coe�cient �NLL scans. Shaded regions correspond to the
one and two sigma confidence intervals.
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Table 5: Best fit value, confidence interval and deviation from the SM predictions [49,50] for the
four Wilson coe�cients for the two fit configurations. For each Wilson coe�cient, the likelihood
has been marginalised over the three other coe�cients. The SM predictions at the b-quark
energy-scale [49, 50] are also reported for reference.

q2 > 0 only
best fit
value

68% CL 95% CL SM value
deviation
from SM

C9 3.34 [ 2.77, 3.87] [ 2.30, 4.33] 4.273 1.9 �

C10 �3.69 [�4.00,�3.40] [�4.33,�3.12] �4.166 1.5 �

C 0
9 0.48 [�0.07, 0.97] [�0.62, 1.45] 0 0.9 �

C 0
10 0.38 [ 0.13, 0.66] [�0.14, 0.92] 0 1.5 �

q2 < 0 prior

C9 3.59 [ 3.13, 3.92] [ 2.75, 4.34] 4.273 1.8 �

C10 �3.93 [�4.21,�3.66] [�4.51,�3.40] �4.166 0.9 �

C 0
9 0.26 [�0.22, 0.66] [�0.68, 1.08] 0 0.5 �

C 0
10 0.27 [ 0.00, 0.52] [�0.26, 0.78] 0 1.0 �

8.3 Wilson coe�cients482

Table 5 reports the values of the Wilson coe�cients for the two fit configurations, together483

with their confidence intervals and compatibility with the Standard Model. For each484

of the four Wilson coe�cients, confidence intervals are built from the one-dimensional485

profile likelihood scans shown in Fig. 6. The 68% (95%) CL range is identified with the486

interval where the negative log-likelihood di↵erence, �NLL, is smaller than 0.5 (2). The487

remaining three coe�cients are marginalised over in the scan along with the other nuisance488

parameters, i.e. at each step �NLL is minimised with respect to all the other parameters.489

The di↵erence between the best fit values and the corresponding SM predictions obtained490

are491

�C9 = �0.93+0.53
�0.57 (�0.68+0.33

�0.46 )

�C10 = 0.48+0.29
�0.31 ( 0.24+0.27

�0.28 )

�C 0
9 = 0.48+0.49

�0.55 ( 0.26+0.40
�0.48 )

�C 0
10 = 0.38+0.28

�0.25 ( 0.27+0.25
�0.27 )

for the fit configuration without (with) constraints at negative q2, where the SM prediction492

at the b-quark energy-scale is taken to be CSM
9 = 4.273, CSM

10 = �4.166 and C 0 SM
9,10 = 0 [49,50].493

The coe�cient that shows the largest di↵erence with respect to the SM is C9, whose494

compatibility with the SM is found to be at the level of 1.9 and 1.8 standard deviations,495

for fit models using only q2 > 0 information and with q2 < 0 prior, respectively.496

Two-dimensional profile-likelihood contours for the Wilson coe�cients are shown in497

Fig. 7, where the 68% (95%) CL range is identified with the region where the �NLL is498
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Fit result

‣ Global compatibility [4 d.o.f.] 
with SM 1.3 (1.4) σ
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Figure 7: Two-dimensional profile-likelihood scan of the Wilson coe�cients. Shaded areas
correspond to the one (68% CL) and two (95% CL) sigma contour regions. Dotted contours
in the top left plot assume right handed Wilson coe�cients fixed to their SM values, i.e.
C0
9 = C0

10 = 0.

8.4 Comparison to binned observables516

Conventional angular observables accessed by binned angular analyses [7–9] can be517

determined from the fit results by dividing the angular coe�cients, Ii(q2, k2), d2�P/dq2dk2,518

both integrated over the k2. The determination of these angular observables o↵ers an519

important perspective for the validation and interpretation of the results. Figures 8 and 9520

show the q2-dependent angular observables derived from the amplitude fit results. The521

impact of non-local hadronic contributions on the so-called CP -averaged Si [27] and522

corresponding optimised Pi [13] series of observables, �S(P )bscc̄i , is also illustrated in the523

plots. In general, the post-fit determination of the angular observables agrees very well524

with the dedicated measurement of Ref. [9] and the overall impact of non-local hadronic525

contributions on the angular observables is found to be compatible between the two tested526

fit configurations. The only exception is observed in the S7(P 0
6) observable, which is527

related to the imaginary part of the product of the longitudinal and parallel amplitudes,528
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‣ Uncertainty obtained from neg. 
log-likelihood profile

Table 5: Best fit value, confidence interval and deviation from the SM predictions [49,50] for the
four Wilson coe�cients for the two fit configurations. For each Wilson coe�cient, the likelihood
has been marginalised over the three other coe�cients. The SM predictions at the b-quark
energy-scale [49, 50] are also reported for reference.

q2 > 0 only
best fit
value

68% CL 95% CL SM value
deviation
from SM
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C 0
9 0.48 [�0.07, 0.97] [�0.62, 1.45] 0 0.9 �

C 0
10 0.38 [ 0.13, 0.66] [�0.14, 0.92] 0 1.5 �

q2 < 0 prior

C9 3.59 [ 3.13, 3.92] [ 2.75, 4.34] 4.273 1.8 �

C10 �3.93 [�4.21,�3.66] [�4.51,�3.40] �4.166 0.9 �

C 0
9 0.26 [�0.22, 0.66] [�0.68, 1.08] 0 0.5 �

C 0
10 0.27 [ 0.00, 0.52] [�0.26, 0.78] 0 1.0 �
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The coe�cient that shows the largest di↵erence with respect to the SM is C9, whose494

compatibility with the SM is found to be at the level of 1.9 and 1.8 standard deviations,495

for fit models using only q2 > 0 information and with q2 < 0 prior, respectively.496

Two-dimensional profile-likelihood contours for the Wilson coe�cients are shown in497

Fig. 7, where the 68% (95%) CL range is identified with the region where the �NLL is498
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Fit result

‣ Global compatibility [4 d.o.f.] 
with SM 1.3 (1.4) σ
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Figure 7: Two-dimensional profile-likelihood scan of the Wilson coe�cients. Shaded areas
correspond to the one (68% CL) and two (95% CL) sigma contour regions. Dotted contours
in the top left plot assume right handed Wilson coe�cients fixed to their SM values, i.e.
C0
9 = C0

10 = 0.

8.4 Comparison to binned observables516

Conventional angular observables accessed by binned angular analyses [7–9] can be517

determined from the fit results by dividing the angular coe�cients, Ii(q2, k2), d2�P/dq2dk2,518

both integrated over the k2. The determination of these angular observables o↵ers an519

important perspective for the validation and interpretation of the results. Figures 8 and 9520

show the q2-dependent angular observables derived from the amplitude fit results. The521

impact of non-local hadronic contributions on the so-called CP -averaged Si [27] and522

corresponding optimised Pi [13] series of observables, �S(P )bscc̄i , is also illustrated in the523

plots. In general, the post-fit determination of the angular observables agrees very well524

with the dedicated measurement of Ref. [9] and the overall impact of non-local hadronic525

contributions on the angular observables is found to be compatible between the two tested526

fit configurations. The only exception is observed in the S7(P 0
6) observable, which is527

related to the imaginary part of the product of the longitudinal and parallel amplitudes,528
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- First unbinned amplitude analysis of  decays


- Complementary and more in dept set of information w.r.t. previous binned analyses


- Non-local hadronic determined from data under two assumptions 


- Despite the extra freedom given by  pars, fit still prefers to insert a shift in     


- Tension reduced to  in       and  global

B0 → K*0μ+μ−

cc̄
∼ 2σ ∼ 1.4σ
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Results 68% 95% CL

9

Table 5: Best fit value, confidence interval and deviation from the SM predictions [49,50] for the
four Wilson coe�cients for the two fit configurations. For each Wilson coe�cient, the likelihood
has been marginalised over the three other coe�cients.

q2 > 0 only
best fit
value

68% CL 95% CL
deviation
from SM

C9 3.34 [ 2.77, 3.87] [ 2.30, 4.33] 1.9 �

C10 �3.69 [�4.00,�3.40] [�4.33,�3.12] 1.5 �

C 0
9 0.48 [�0.07, 0.97] [�0.62, 1.45] 0.9 �

C 0
10 0.38 [ 0.13, 0.66] [�0.14, 0.92] 1.5 �

q2 < 0 prior

C9 3.59 [ 3.13, 3.92] [ 2.75, 4.34] 1.8 �

C10 �3.93 [�4.21,�3.66] [�4.51,�3.40] 0.9 �

C 0
9 0.26 [�0.22, 0.66] [�0.68, 1.08] 0.5 �

C 0
10 0.27 [ 0.00, 0.52] [�0.26, 0.78] 1.0 �

di↵erence between the best fit values and the corresponding SM predictions obtained are482

CNP
9 = �0.93+0.53

�0.57 (�0.68+0.33
�0.46 )

CNP
10 = 0.48+0.29

�0.31 ( 0.24+0.27
�0.28 )

C 0NP
9 = 0.48+0.49

�0.55 ( 0.26+0.40
�0.48 )

C 0NP
10 = 0.38+0.28

�0.25 ( 0.27+0.25
�0.27 )

for the fit configuration without (with) constraints at negative q2, where the SM prediction483

at the b-quark energy-scale is taken to be CSM
9 = 4.273, CSM

10 = �4.166 and C 0 SM
9,10 = 0 [49,50].484

The coe�cient that shows the largest di↵erence with respect to the SM is C9, whose485

compatibility with the SM is found to be at the level of 1.9 and 1.8 standard deviations,486

for fit models using only q2 > 0 information and with q2 < 0 prior, respectively.487

Two-dimensional profile-likelihood contours for the Wilson coe�cients are shown in488

Fig. 6, where the 68% (95%) CL range is identified with the region where the �NLL is489

smaller than 1.15 (3.09). A shift of approximately 0.2 is observed in the central values of490

all the Wilson coe�cients between the two fit configurations, with the fit result with q2 > 0491

priors being closer to the SM. While from a theoretical perspective one could expect that492

non-local hadronic contributions would only a↵ect C9, the experimental determination of493

the Wilson coe�cients is a↵ected by the strong correlations of the system; a modification494

of the non-local hadronic contributions is found to influence the result on the form factors495

(as shown in Fig. 3), which in turn have an impact on the Wilson coe�cients. This496

behaviour has been studied with pseudoexperiments, where the same generated dataset is497

fitted with and without the constraints at negative q2 replicating the procedure adopted498

on data, and the variation measured in data is found to be compatible with what is499

observed in the pseudoexperiments.500
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Choice of the z order

9

- Truncation order of polynomial expansion chosen based 
on NLL improvement observed in data


‣              for fit @ 


‣              for fit with  prior
q2 > 0

q2 < 0
“With four parameters I can fit an 
elephant, and with five I can make him 
wiggle his trunk.” J. von Neumann
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Figure 2: Distribution of events in the combined Run1 and 2016 data sets. The distributions of
the three angles, q2, and k2 are given for candidates within a window of ±50MeV/c2 around the
known B0 mass. Overlaid are the total fit projections together with the individual signal and
background components.

Table 3: Log-likelihood di↵erences between the fits to data with di↵erent truncation orders of
the non-local hadronic parametrisation H�[zn] for the two considered fit configurations.

2� logL
q2 < 0 prior q2 > 0 only

H�[z3]�H�[z2] 3.6
H�[z4]�H�[z3] 21.22 -
H�[z5]�H�[z4] 8.64 -

sources of systematic uncertainties are discussed in detail below and are summarised in362

Table 4. The size of each systematic uncertainty is estimated using pseudoexperiments363

generated from the observed signal and background yields in which one or more parameters364

are varied. The parameters of interest are determined from these pseudoexperiments using365

the nominal model and the systematically varied model. In most of the cases, the average366

di↵erence between the results of the fit in the two models is taken as an estimation of the367

systematic uncertainty. The exception to this are systematic uncertainties associated to368

the use of external inputs and the statistical uncertainty of the e�ciency correction, where369

the standard deviation of the di↵erence between the two results in each pseudoexperiment370

is used instead.371

The main sources of systematic uncertainty on the size of the Wilson coe�cients372

C9 and C10 arise from the use of the external inputs in the determination of the signal373

branching fraction of Eq. 13. This primarily concerns the uncertainty on the normalisation374

branching fraction B(B0 ! J/ K+⇡�) = (1.15± 0.01± 0.05) · 10�3 [65] and the fraction375
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background components.
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the nominal model and the systematically varied model. In most of the cases, the average366

di↵erence between the results of the fit in the two models is taken as an estimation of the367

systematic uncertainty. The exception to this are systematic uncertainties associated to368

the use of external inputs and the statistical uncertainty of the e�ciency correction, where369

the standard deviation of the di↵erence between the two results in each pseudoexperiment370
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C9 and C10 arise from the use of the external inputs in the determination of the signal373
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the three angles, q2, and k2 are given for candidates within a window of ±50MeV/c2 around the
known B0 mass. Overlaid are the total fit projections together with the individual signal and
background components.

Table 3: Log-likelihood di↵erences between the fits to data with di↵erent truncation orders of
the non-local hadronic parametrisation H�[zn] for the two considered fit configurations.
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q2 < 0 prior q2 > 0 only

H�[z3]�H�[z2] 3.6
H�[z4]�H�[z3] 21.22 -
H�[z5]�H�[z4] 8.64 -

sources of systematic uncertainties are discussed in detail below and are summarised in362

Table 4. The size of each systematic uncertainty is estimated using pseudoexperiments363

generated from the observed signal and background yields in which one or more parameters364

are varied. The parameters of interest are determined from these pseudoexperiments using365

the nominal model and the systematically varied model. In most of the cases, the average366

di↵erence between the results of the fit in the two models is taken as an estimation of the367

systematic uncertainty. The exception to this are systematic uncertainties associated to368

the use of external inputs and the statistical uncertainty of the e�ciency correction, where369

the standard deviation of the di↵erence between the two results in each pseudoexperiment370

is used instead.371

The main sources of systematic uncertainty on the size of the Wilson coe�cients372

C9 and C10 arise from the use of the external inputs in the determination of the signal373

branching fraction of Eq. 13. This primarily concerns the uncertainty on the normalisation374

branching fraction B(B0 ! J/ K+⇡�) = (1.15± 0.01± 0.05) · 10�3 [65] and the fraction375
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Systematics

9

Table 4: Summary of the systematic uncertainties on the Wilson coe�cients. The individual
sources are described in the text. The subtotals and total are obtained by adding individual
sources in quadrature.

C9 C10 C 0
9 C 0

10

Amplitude model

S-wave form factors < 0.01 < 0.01 < 0.01 < 0.01
S-wave non-local hadronic 0.02 0.02 0.14 0.04
S-wave k2 model < 0.01 < 0.01 0.05 0.03

Subtotal 0.02 0.02 0.15 0.05

External inputs on BR

B(B0 ! J/ K+⇡�) 0.05 0.08 0.02 0.01

fB0!J/ K⇡
±100MeV 0.03 0.03 0.01 < 0.01
Others 0.03 0.04 0.03 0.01

Subtotal 0.07 0.09 0.04 0.01

Background model

Chebyshev polynomial order 0.01 0.01 0.01 < 0.01
Combinatorial shape in k2 0.02 < 0.01 0.02 < 0.01
Background factorisation 0.01 0.01 0.01 0.01
Peaking background 0.01 < 0.01 0.02 0.01

Subtotal 0.03 0.02 0.03 0.01

Experimental e↵ects

Acceptance parametrisation < 0.01 < 0.01 < 0.01 < 0.01
Statistical uncertainty on acceptance 0.02 < 0.01 0.02 < 0.01

Subtotal 0.02 < 0.01 0.02 < 0.01

Total systematic uncertainty 0.08 0.10 0.16 0.05

0.644 ± 0.010. The systematic uncertainties associated to the use of these external383

inputs are provided separately in view of possible future improvement on these quantities.384

Contributions from the uncertainty on the branching fraction of the J/ ! µ+µ� decay,385

B(J/ ! µ+µ�) = (5.96±0.03±0.05) ·10�2 [61], the uncertainty on the e�ciency ratio R",386

and the uncertainty on the observed yield of the control channel NJ/ K⇡ are also considered387

and reported together under “others” in Tab. 4. The uncertainty on R" is due to the388

finite size of the simulation samples and assumptions in the simulation model. The model389

dependence of the simulation is studied by varying the signal model in multiple ways:390

hadronic parameters are extensively varied within and beyond the SM prediction, large391

variations of the Wilson coe�cients are artificially inserted, and an S-wave component392

compatible with what is observed in the fit to data is added. The di↵erent sources are393

14



Upper mass projections

9

C Supplementary material for LHCb-PAPER-2023-664

032665

In order to favour possible reinterpretation of the analysis, bootstrapped samples of signal666

parameters are uploaded as ancillary files to arxiv. These are obtained by sampling667

the data and repeating the fit for each bootstraped dataset, where the main sources of668

systematic uncertainty are included in the fit. The published set of parameters includes669

the Wilson coe�cients as well as P-wave local and non-local hadronic parameters. This670

sets of parameters can be employed to derive confidence intervals on any physical quantity671

of interest, i.e. checking the compatibility of the result of this analysis with alternative672

signal parametrisations.673
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Figure 12: Event distributions for the combined Run1 and 2016 data set in the upper mass-
sideband mK+⇡�µ+µ� > 5450MeV/c2. Overlaid are the fit projections obtained for the combina-
torial background component.
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Figure 9: Angular observables (P -basis) obtained a posteriori from the fit results of the two fit
configurations; the subfigures isolate the contribution from non-local e↵ects to the given angular
observables. The LHCb result from Ref. [9] is overlaid for comparison, together with the SM
theory prediction from DHMV [14,15] and (for P 0

5) GRvDV [16].
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5) GRvDV [16].
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for comparison. The SM branching fraction prediction from GRvDV [16] is also reported.
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Figure 9: Angular observables (P -basis) obtained a posteriori from the fit results of the two fit
configurations; the subfigures isolate the contribution from non-local e↵ects to the given angular
observables. The LHCb result from Ref. [9] is overlaid for comparison, together with the SM
theory prediction from DHMV [14,15] and (for P 0

5) GRvDV [16].
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Figure 9: Angular observables (P -basis) obtained a posteriori from the fit results of the two fit
configurations; the subfigures isolate the contribution from non-local e↵ects to the given angular
observables. The LHCb result from Ref. [9] is overlaid for comparison, together with the SM
theory prediction from DHMV [14,15] and (for P 0

5) GRvDV [16].
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Figure 8: Angular observables (S-basis) obtained a posteriori from the fit results of the two fit
configurations; the subfigures isolate the contribution from non-local e↵ects to the given angular
observables. The LHCb result from Ref. [9] is overlaid for comparison, together with the SM
theory prediction from GRvDV [16].
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Figure 8: Angular observables (S-basis) obtained a posteriori from the fit results of the two fit
configurations; the subfigures isolate the contribution from non-local e↵ects to the given angular
observables. The LHCb result from Ref. [9] is overlaid for comparison, together with the SM
theory prediction from GRvDV [16].
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