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Introduction: QCD Phase Diagram
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Figure 1: Conjectured QCD phase diagram. The phase boundary (solid line) between the hadronic

gas phase and the high-temperature quark-gluon phase is a first-order phase transition line, which

begins at large µB and small T and curves towards smaller µB and larger T . This line ends at the

QCD critical point whose conjectured position, indicated by a square, is uncertain both theoret-

ically and experimentally. At smaller µB there is a cross over indicated by a dashed line. The

region of µB/T  2 is shown as blue dot-dashed line. A comparison between RHIC data and lattice

QCD calculations disfavors the possible QCD critical point being located at µB/T  2 16, 17. The

red-yellow dotted line corresponds to the chemical freeze-out (where inelastic collisions among

the constituents of the system cease) inferred from particle yields in heavy-ion collisions using a

thermal model. The liquid-gas transition region features a second order critical point (red-circle)

and a first-order transition line (yellow line) that connect the critical point to the ground state of

nuclear matter (T ⇠ 0 and µB ⇠ 925 MeV) 8. The regions of the phase diagram accessed by past

(AGS and SPS), ongoing (LHC, RHIC, SPS and RHIC operating in fixed target mode), and future

(FAIR and NICA) experimental facilities are also indicated.
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Varying beam energy varies Temperature (T) and Baryon Chemical Potential (µB).
Fluctuations of conserved quantities are sensitive to phase transition and critical point. 
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Observables
q Higher-order cumulants of net-particle distributions (proxy for conserved charges).
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𝐶9 =	< 𝑁 >
𝐶- =	< 𝛿𝑁 - > Here, 𝛿𝑁 = 𝑁−< 𝑁 >
𝐶> =	< 𝛿𝑁 > >
𝐶+ =	< 𝛿𝑁 + > −3 < 𝛿𝑁 - >-
𝐶6 = < 𝛿𝑁 6 > −10 < 𝛿𝑁 > >	< 𝛿𝑁 - >
𝐶7 = < 𝛿𝑁 7 > −15 < 𝛿𝑁 + >	< 𝛿𝑁 - > −10 < 𝛿𝑁 > >- +30 < 𝛿𝑁 ->>

q Higher order cumulants sensitive probe for
the CP and nature of phase transition. 
Crossover (small 𝜇D)
First order (large 𝜇D) M. A. Stephanov, Phys.Rev.Lett. 107 (2011) 052301, 

Y. Hatta ,M. A. Stephanov, Phys.Rev.Lett. 91 (2003) 102003

𝐶-~𝜉- 𝐶+~𝜉G *Quantitative numbers - Model dependent 

HI
(&)

HI
(') = 𝜅𝜎- = 	 M&,IM',I	

HI
(#)

HI
(') = 𝑆𝜎 =	 M#,IM',I	

Skewness: Asymmetry

Kurtosis: Peakedness
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Search for QCD Critical Point
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Kurtosis of net-proton in
the presence of CP

M. A. Stephanov, Phys.Rev.Lett. 107 (2011) 052301 

Non-monotonic collision energy 
dependence with deviation below 
and above baseline fluctuations.
à Existence of critical region

Figure 10: Quartic cumulant 4 of the Ising model magnetization near the critical point [86]. The cumulant is negative (red) in the sector around
the crossover bounded by ht��� = ±const lines (white). These lines correspond to ✓ ⇡ ±0.32.

with specific values of � = 1/2 and � = 3, known as mean-field critical exponents. The scaling is observed near Curie
critical points in ferromagnets and near liquid-gas critical points. It is characterized by the universal values of � and
� for all systems in the Ising model universality class, which includes uniaxial ferromagnets, liquid-gas and binary
fluid transitions.15 However, the universal values of the critical exponents observed (� ⇡ 1/3 and � ⇡ 5) deviate
significantly from the mean-field values. The role of fluctuations which are responsible for these deviations from
the mean-field values can be understood within the renormalization group approach to critical phenomena which is a
subject of many classic textbooks (see, e.g., [82, 83]).

Thus the mean-field equation of state, while providing a simple and intuitive description of the phase transition, is
not adequate for describing the leading singular behavior of the critical equation of state quantitatively. A quantitative
description can be achieved by using the parametric representation [83, 87], where, instead of using the variables h, r
and M directly, as in Eq. (42), one introduces two auxiliary variables R and ✓, roughly parameterizing the “distance”
from the critical point and the “angle” relative to the crossover direction (i.e., h = 0 for T > Tc) respectively. In terms
of R and ✓ the variables of the Ising model M, h and r are given by

M = R�✓, r = R(1 � ✓2), h = R��H(✓). (45)

The correct scaling Eq. (43) is built into this representation and corresponds to R! �R with ✓ being scale invariant.
All the information about the equation of state M(r, h) is in the values of critical exponents � and � and the

universal scaling function H(✓) which can be calculated order by order in the expansion around dimension d = 4, i.e.,
" expansion where " = 4 � d. To an approximation su�cient for our purposes it is given by

H(✓) = ✓(3 � 2✓2). (46)

Note that when scaling exponents are assigned their mean-field values � = 1/2 and � = 3 the mean-field equation
of state Eq. (42) emerges from the parametric representation given by Eqs. (45) and (46), with parameters a0 = 3 and
b = 1. At d = 4 (i.e., " = 0) the exponents � and � are given by their mean-field values. At order " the exponents
di↵er from mean-field values 16, while Eq. (46) is correct to order "2 [83].

15This is a ubiquitous critical universality class because it occurs in systems with a one-component (singlet) order parameter. For example, the
Heisenberg ferromagnet universality class requires an exact O(3) symmetry and order parameter which is a triplet (a vector).

16More precisely, � = 1/2 � "/6 + O("2) while �� = 3/2 + O("2).

25

Figure 13: Density plot of the quartic cumulant of the order parameter obtained by mapping of the Ising equation of state onto the QCD equation
of state near the critical point. The freezeout point moves along the dashed green line as

p
sNN is varied during the beam energy scan.

cumulants at the freezeout temperature, 6/2 < 0 and 8/2 < 0. Therefore, the measurement of these cumulant ratios
could provide experimental evidence that the systems created in high energy heavy ion collisions freeze out close to
the cross-over transition.

4.9. Fluctuation cumulants in heavy-ion collisions
The baryon number cumulants, or susceptibilities, are not directly measurable in heavy-ion collision experiments

which detect charge particles, leaving neutrons out of the acceptance. However, the fluctuations near the critical
point a↵ect fluctuations of charged particles as well as the neutral ones because the coupling of the critical mode is
isospin blind. Thus cumulants of the fluctuations of proton number (or net proton number) show a similar pattern near
the critical point. In Section 4.12 we shall describe how to relate the critical mode fluctuations with the observable
fluctuations of the particle multiplicities.

The experiments also do not scan the phase diagram along fixed T lines as in Fig. 12. The scanning parameter,
such as

p
sNN , a↵ects both T and µ of the freezeout. A typical freezeout trajectory along which T and µ are varied is

shown in Fig. 13 superimposed on the density plot of the quartic cumulant of a critical order parameter, such as, e.g.,
baryon density. The position of the freezeout point on the curve depends on the collision energy

p
sNN and can be

determined experimentally using the chemical freezeout systematics extracted from the measured particle yields [95].
The systematics provides an estimate of T and µ of the system at freezeout at given

p
sNN .

As we shall see below in Section 4.12 the critical contribution to the cumulants of the fluctuations of the observed
particle multiplicities are proportional to the cumulants of the fluctuations of the critical order parameter [85, 86, 96,
97]. Thus the deviation of the particle multiplicity cumulant from its noncritical baseline will depend on collision
energy (or on µB along the freezeout curve) as shown qualitatively in Figure 14 .

4.10. Finite time dynamics and limitations on the correlation length in heavy-ion collisions
Phase transitions and associated thermodynamic singularities are properties of static systems in the limit of infi-

nite volume. In a finite system the phase transition singularities are smeared out. The maximum correlation length
achievable on a finite system is limited by the system size. In the case of heavy-ion collision this limit is on the order
of 10 fm.

However, a more stringent constraint comes from the fact that the system does not spend enough time in the
critical region for the correlation length to build up to its equilibrium value [96, 99]. The amount of time that it takes
to equilibrate diverges near the critical point

⌧ ⇠ ⇠z , (53)

where z ⇡ 3 is the dynamic critical exponent [100]. Thus, for a system evolving through the critical region with a
characteristic time scale ⌧ the maximal achievable correlation length will be proportional to ⌧1/z [96, 99]. The typical

29

Ising Model Analogy

A. Bzdak et al, Phys. Rept. 853, 1-87 (2020)
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HotQCD, Phys. Rev. D101,074502 (2020)
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Wei-jie Fu  et. Al, arXiv:2101.06035
B. Friman et al, Eur.Phys.J. C71 1694 (2011) 

q Increasing negative !6/!" (0-40%)  with decreasing collision energy. Weak energy 
dependence of !8/!9 (0-40%). Deviations from zero at a level of ≲ 2/ observed.

q !8/!9 and !6/!" for peripheral (70-80%) >0 for all energies. 

!8,	!6: negative for LQCD, FRG, PQM− crossover
!8,	!6: positive for HRG and UrQMD (No QCD transition)

Search for Crossover
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B. Friman et al, Eur.Phys.J. C71 1694 (2011) 

q Increasing negative !6/!" (0-40%)  with decreasing collision energy. Weak energy 
dependence of !8/!9 (0-40%). Deviations from zero at a level of ≲ 2/ observed.

q !8/!9 and !6/!" for peripheral (70-80%) >0 for all energies. 

!8,	!6: negative for LQCD, FRG, PQM− crossover
!8,	!6: positive for HRG and UrQMD (No QCD transition)
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+,, +-, +.: positive for data and model
(LQCD, FRG, HRG, UrQMD, JAM)

+/, +0: negative for LQCD and FRG−crossover

+/, +0: positive for HRG and UrQMD(No QCD 
transition)

STAR: arXiv: 2001.02852
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Wei-jie Fu  et. Al, arXiv:2101.06035
B. Friman et al, Eur.Phys.J. C71 1694 (2011) 

CPOD2021- Ashish Pandav

Goal:  Identification of O(4) chiral criticality on the phase boundary.

!",	!#: negative for LQCD, FRG, PQM− crossover
!",	!#: positive for HRG and UrQMD (No QCD transition)

FRG

PQM

Lattice QCD

Wei-jie Fu  et. al, PRD 104, 094047 (2021)

𝑅7- = 𝐶7/𝐶-

𝐶6,	𝐶7: negative for LQCD, FRG (Functional Renormalization Group)− crossover
𝐶6,	𝐶7: positive for HRG (GCE) and UrQMD (No QCD transition)

Ordering of ratios : M#M$
> M&

M'
> M(

M$
> M)

M'
- LQCD, FRG
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Search for 1st order Phase Transition

Experimental overview of critical fluctuations −Ashish Pandav

𝜅9 = 	 𝐶9
𝜅- = 	−𝐶9 + 𝐶-
𝜅> = 2𝐶9 − 3𝐶- + 𝐶>
𝜅+ = −6𝐶9 + 11𝐶- − 6𝐶> + 𝐶+
𝜅6 = 24𝐶9 − 50𝐶- + 35𝐶> − 10𝐶+ + 𝐶6
𝜅7 = −120𝐶9 + 274𝐶- − 225𝐶> +
										85𝐶+−15𝐶6 + 𝐶7

𝑃 𝑁 = (1 − 𝛼)𝑃X 𝑁 +𝛼𝑃Y(𝑁):		Two Component/Bimodal Distribution

1st order Phase Transition

4

Multiplicity distribution bi-modal (contribution from two phases)

Proton factorial cumulants 4PQ .:	with increasing order, increase rapidly in 
magnitude with alternating sign 

48 = 	 78
4, = 	−78 + 7,
4> = 278 − 37, + 7>
4* = −678 + 117, − 67> + 7*
45 = 2478 − 507, + 357> − 107* + 75
46 = −12078 + 2747, − 2257> +
										857*−1575 + 76

BZDAK, KOCH, OLIINYCHENKO, AND STEINHEIMER PHYSICAL REVIEW C 98, 054901 (2018)

FIG. 1. The multiplicity distribution P (N ) at
√

sNN = 7.7 GeV in the two component model given by Eq. (1) constructed with (a)
efficiency unfolded values for ⟨N⟩, C3 and C4 and (b) with imposed efficiency of 0.65.

P(a)(N ) and P(b)(N ), provided C (a)
n and C (b)

n are much smaller
then the measured Cn, see Eqs. (8) and (9). The simplest
choice is to take Poisson distributions for both P(a) and P(b).
The next refinement is to use a binomial distribution for
P(a) in order to capture the effect of baryon number conser-
vation [64]. This actually results in C2 < 0, as seen in the
data.

Consequently, we take Pa(N ) as binomial,

Pa(N ) = B!
N !(B − N )!

pN (1 − p)B− N (12)

with B = 350, which properly captures baryon number con-
servation, and Pb(N ) as Poisson.5 In this case the relevant
factorial cumulants are given by

C
(a)
2 = − p2B, C

(a)
3 = 2p3B, C

(a)
4 = − 6p4B,

C
(a)
5 = 24p5B, C

(a)
6 = − 120p6B (13)

with ⟨N(a)⟩ = pB. Obviously C (b)
n = 0 and Cn = C (a)

n .
Using Eqs. (7) we fit the mean number of protons as well

as the third and the fourth order factorial cumulants resulting
in

α ≈ 0.0033, N ≈ 14.7, p ≈ 0.114, (14)

which also gives ⟨N(a)⟩ ≈ 40 and ⟨N(b)⟩ ≈ 25.3. We note that
indeed α ≪ 1 as assumed in Eqs. (9), (10), and (11).

5We could also chose binomial here but this is rather irrelevant for
our results. For example, C2 depends on C

(b)
2 through αC2 which

is expected to be much smaller than C
(a)
2 . An actual fit to two

binomials results in C2 = − 4.03 which, given the uncertainty of the
contribution due to participant fluctuations [64], is in equally good
agreement with the STAR data. At the same time the predictions for
C5 and C6 are within 3% of those using just one binomial.

Given the fit, we can also predict the factorial cumulants,
C2, C5, C6 and we obtain6

C2 ≈ − 3.85, C5 ≈ − 2645, C6 ≈ 40900, (15)

which corresponds to the following values for the cumulant
ratios7:

K5/K2 ≈ − 34, K6/K2 ≈ 312. (16)

It is worth pointing out that C6/C5 ≈ C5/C4 ≈ C4/C3 is
in agreement with the discussion presented in the previous
section. We note that the resulting C2 ≈ − 3.85 is slightly
more negative than the data. However, as shown, e.g., in
[64], the second order factorial cumulant receives a sizable
positive contribution from participant fluctuations !C2 ≃2–3
whereas the correction to C3 and C4 are small. In any case cor-
recting data for the fluctuations of Npart should be done very
carefully to avoid model dependencies. In view of the sizable
errors in the preliminary STAR data we consider the present
fit as satisfactory.

The resulting probability distribution for the proton num-
ber, P (N ), Eq. (1), is shown in the left panel of Fig. 1.8

Even though the component centered at N ∼25 has a very
small probability α ∼0.3% it gives rise to a shoulder at low
N which should be visible in the multiplicity distribution.
However, this would require an unfolding of the measured dis-
tribution [43] in order to remove the effect of a finite detection
efficiency. Assuming a binomial model for the efficiency with

6Taking C4 = 130 (210), being consistent with the prelim-
inary STAR data [62], we obtain α ≈ 0.0078 (0.0017), N ≈
10.92 (18.43), p ≈ 0.115 (0.114), and C2 ≈ − 3.64 (− 3.99), C5 ≈
− 1546 (− 4030), C6 ≈ 17970 (77229). Also K5/K2 = − 14 (− 61)
and K6/K2 = 62 (818). For larger C4, the value of α gets smaller
but N gets larger, which is more effective in increasing the value of
C4, see Eq. (8).

7K2 = ⟨N⟩ + C2, K5 = ⟨N⟩ + 15C2 + 25C3 + 10C4 + C5, and
K6 = ⟨N⟩ + 31C2 + 90C3 + 65C4 + 15C5 + C6.

8Since we extract the multiplicity distribution from bin width
corrected cumulants, our result corresponds to an appropriately bin
width corrected multiplicity distribution.

054901-4

A. Bzdak et al, PRC98, 054901 (2018), PRC100, 051902(R) (2019)

W ; = (1 − X)WY ; +XWZ(;):		Two Component/Bimodal Distribution

A. Bzdak and V. Koch, PRC100, 051902(R) (2019)

Multiplicity distribution bi-modal (contribution from two phases) 

Proton factorial cumulants 𝜅Z:	with increasing order, increase rapidly in 
magnitude with alternating sign 



6/ Comparison with models to draw conclusion

8

Analysis Procedure

Experimental overview of critical fluctuations −Ashish Pandav

1/ Event and track selections, centrality selection 

2/ Construct net-particle multiplicity distributions

5/ Correct for detector efficiency

4/ Correct for volume fluctuation effect: perform 
centrality bin-width correction (CBWC) / VFC

3/ Perform measurement of cumulants
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Analysis Methods and Corrections

Experimental overview of critical fluctuations −Ashish Pandav

Particle Identification Centrality Definition 5
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FIG. 2. (Color online) The uncorrected reference charged particle multiplicity (Nch) within pseudo-rapidity |⌘| < 1 by ex-
cluding protons and anti-protons in Au+Au collisions at

p
sNN = 7.7 - 200 GeV. These distributions are used for centrality

determination. The shaded region at each
p

sNN, corresponds to 0-5% central collisions. The dashed line corresponds to Monte
Carlo Glauber model simulations [74].

tiplicities fluctuate even if the impact parameter is fixed.308

Through a model simulation it is seen that larger is the309

⌘ acceptance used for centrality selection, closer are the310

values of the cumulants to the actual values [77]. This is311

because the centrality resolution is improved by increas-312

ing the number of particles for the centrality definition313

with wider acceptance. Therefore, to suppress the ef-314

fect of centrality resolution, one should use the maximum315

available acceptance of charged particles for centrality se-316

lection. In addition, it may be mentioned that the choice317

of centrality definition also a↵ects the way volume fluctu-318

ations (discussed later) contribute to the measurements.319

These are the driving considerations for the centrality320

selection for net-proton studies presented in this paper321

and are discussed below. The basic idea is to maximize322

the acceptance window for centrality determination as323

allowed by the detectors and to not use proton and anti-324

protons for centrality selection. In addition, the central-325

ity determination method given below has been arrived at326

after several optimization studies using data and models.327

These studies were carried out by varying the acceptances328

in ⌘ and charged particle types in order to understand the329

e↵ect of the choice of centrality determination method on330

the analysis [76].331

In order to suppress the self correlation, centrality res-332

olution and volume fluctuation e↵ects with the available333

STAR detectors, a new centrality measure is defined com-334

pared to other analysis reported by STAR [8]. The cen-335

trality is determined from the uncorrected charge parti-336

cle multiplicity within pseudo-rapidity |⌘| < 1 (Nch) by337

excluding the protons and anti-protons. A strict par-338

ticle identification criteria is used to remove the pro-339

TABLE III. The uncorrected number of charged particles
other than protons and anti-protons (Nch) within the pseudo-
rapidity |⌘| < 1.0 used for centrality selection for various colli-
sion centralities expressed in % centrality in Au+Au collisions
at

p
sNN = 7.7 – 200 GeV.

% centrality
Nch values at di↵erent

p
sNN (GeV)

200 62.4 54.4 39 27 19.6 14.5 11.5 7.7
0-5 725 571 621 522 490 448 393 343 270
5-10 618 482 516 439 412 376 330 287 225
10-20 440 338 354 308 289 263 231 199 155
20-30 301 230 237 209 196 178 157 134 105
30-40 196 149 151 136 127 116 103 87 68
40-50 120 91 90 83 78 71 63 53 41
50-60 67 51 50 47 44 40 36 30 23
60-70 34 26 24 24 22 20 19 15 11
70-80 16 12 10 11 10 9 13 7 5

ton and anti-proton contributions. Charged tracks with340

N�,p < �3 are used and for those tracks which have TOF341

information an additional criteria, m2 < 0.4 is applied.342

The resultant distribution of charged particles are cor-343

rected for luminosity and Vz dependence at each
p

sNN.344

The corrected charged particle distribution is then fit-345

ted to a Monte Carlo Glauber Model [25, 74] to define346

the centrality classes in the experiment (the percentage347

cross section and the associated cuts on the charged par-348

ticle multiplicity). In the fitting process, a multiplicity349

dependent e�ciency has been applied [25].350

Figure 2 shows the reference charged particle multiplic-351

ity distributions by excluding protons and anti-protons352

Correction for Efficiency and Volume Fluctuation

q Ensure high purity
q Maximize resolution and minimize 

self correlation effects.
q Binomial Efficiency correction
q Check for non-binomial effects: unfolding

q Centrality Bin Width Correction – data driven
q Volume Fluctuation Correction – model dependent

Statistical and Systematic Uncertainties

q Delta Theorem and Bootstrap method

q Vary PID, track selection cuts, 
background contamination

STAR: PRL, 126, 092301 (2021), 
STAR: PRC,104, 024902 (2021) 
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Event-by-event Raw Net-proton Distributions

1) Net-proton distributions, top 5% central collisions, efficiency uncorrected.

2) Values of the mean increase as energy decreases, effect of baryon stopping. 
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FIG. 1. Event-by-event net-proton number distributions for head-on
(0-5% central) Au+Au collisions for nine

p
sNN values measured by

the STAR. The distributions are normalized to the total number of
events at each

p
sNN. The statistical uncertainties are smaller than

the symbol sizes and the lines are shown to guide the eye. The dis-
tributions in this figure are not corrected for proton and anti-proton
detection efficiency. The deviation of the distribution for

p
sNN =

54.4 GeV from the general energy dependence trend is understood
to be due to the reconstruction efficiency of protons and anti-protons
being different compared to other energies.

momenta, by reconstructing their tracks in the Time Projec-232

tion Chamber (TPC) placed within a solenoidal magnetic field233

of 0.5 Tesla, and by measuring their ionization energy loss234

(dE/dx) in the sensitive gas-filled volume of the chamber.235

The selected kinematic region for protons covers all azimuthal236

angles for the rapidity range |y|< 0.5, where rapidity y is the237

inverse hyperbolic tangent of the component of speed parallel238

to the beam direction in units of the speed of light. The pre-239

cise measurement of dE/dx with a resolution of 7% in Au+Au240

collisions allows for a clear identification of protons up to 800241

MeV/c in transverse momentum (pT). The identification for242

larger pT (up to 2 GeV/c, with purity above 97%) is made243

by a Time Of Flight detector (TOF) [34] having a timing res-244

olution of better than 100 ps. A minimum pT threshold of245

400 MeV/c and a maximum distance of closest approach to246

the collision vertex of 1 cm for each p( p̄) candidate track is247

used to suppress contamination from secondaries and other248

backgrounds (for example protons from interactions of ener-249

getic particles produced in the collisions with detector materi-250

als and the beam pipe) [15, 35]. This pT acceptance accounts251

for approximately 80% of the total p + p̄ multiplicity at mid-252

rapidity. This is a significant improvement from the results253

previously reported [35] which only had the p + p̄ measured254

using the TPC. The observation of non-monotonic variation255

of the kurtosis times variance (ks2) with energy is much more256

significant with the increased acceptance. The increased fluc-257

tuations are found to have contributions from protons and anti-258

protons in the entire pT range studied. For the rapidity depen-259

dence of the observable see Supplemental Material [34].260

Figure 1 shows the event-by-event net-proton (Np �Np̄ =261

DNp) distributions obtained by measuring the number of pro-262

tons (Np) and anti-protons (Np̄) at mid-rapidity (|y| < 0.5) in263

the transverse momentum range 0.4 < pT (GeV/c)< 2.0 for264

Au+Au collisions at various
p

sNN. To study the shape of265

the event-by-event net-proton distribution in detail, cumulants266

(Cn) of various orders are calculated, where C1 = M, C2 = s2,267

C3 = Ss3 and C4 = ks4.268

Figure 2 shows the net-proton cumulants (Cn) as a func-269
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FIG. 2. Cumulants (Cn) of the net-proton distributions for central
(0-5%) and peripheral (70-80%) Au+Au collisions as a function of
collision energy. The transverse momentum (pT) range for the mea-
surements is from 0.4 to 2 GeV/c and the rapidity (y) range is -0.5 <
y < 0.5. The vertical narrow and wide bars represent the statistical
uncertainties and systematic uncertainties, respectively.

tion of
p

sNN for central and peripheral Au+Au collisions.270

The cumulants are corrected for the multiplicity variations271

arising due to finite impact parameter range for the measure-272

ments [32]. These corrections suppress the volume fluctua-273

tions considerably [32, 36]. A different volume fluctuation274

correction method [37] has been applied to the 0-5% central275

Au+Au collision data and the results were found to be consis-276

tent with those shown in Fig 2 . The cumulants are also cor-277

rected for finite track reconstruction efficiencies of the TPC278

and TOF detectors. This is done by assuming binomial re-279

sponse of the two detectors [35, 38]. A cross-check using a280

different method based on unfolding [34] of the distributions281

for central Au+Au collisions at
p

sNN = 200 GeV has been282

found to give values consistent with the cumulants shown in283

Fig. 2. Further, the efficiency correction method used has been284

verified in a Monte Carlo. Typical values for the efficiencies285

in the TPC (TOF) for the momentum range studied in 0-5%286

central Au+Au collisions at
p

sNN = 7.7 GeV are 83%(72%)287

and 81%(70%) for the protons and anti-protons, respectively.288

The corresponding efficiencies for
p

sNN = 200 GeV colli-289

sions are 62%(69%) and 60%(68%) for the protons and anti-290

protons, respectively. The statistical uncertainties are obtained291

using both a bootstrap approach [28, 38] and the Delta theo-292

rem [28, 38, 39] method. The systematic uncertainties are293

estimated by varying the experimental requirements to recon-294

struct p ( p̄) in the TPC and TOF. These requirements include295

the distance of the proton and anti-proton tracks from the pri-296

mary vertex position, track quality reflected by the number of297

TPC space points used in the track reconstruction, the parti-298

cle identification criteria passing certain selection criteria, and299

the uncertainties in estimating the reconstruction efficiencies.300

The systematic uncertainties at different collision energies are301

uncorrelated.302

The large values of C3 and C4 for central Au+Au collisions303

show that the distributions have non-Gaussian shapes, a possi-304

ble indication of enhanced fluctuations arising from a possible305

critical point [11, 22]. The corresponding values for periph-306

STAR: Phys. Rev. Lett. 126, 092301 (2021)
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Net-proton Cumulant Measurements

STAR: PRL 126, 092301 (2021)

shown in Fig. 2. The cumulants are also corrected for the
finite track reconstruction efficiencies of the TPC and
TOF detectors. This is done by assuming a binomial
response of the two detectors [42,45]. A cross-check using
a different method based on unfolding [34] the distribu-
tions for central Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV
has been found to give values consistent with the cumu-
lants shown in Fig. 2. Further, the efficiency correction
method used has been verified in a Monte Carlo calcu-
lation. Typical values for the efficiencies in the TPC (TOF
matching) for the momentum range studied in 0%–5%
central Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7 GeV are 83%
(72%) and 81% (70%) for the protons and antiprotons,
respectively. The corresponding efficiencies for

ffiffiffiffiffiffiffiffi
sNN

p ¼
200 GeV collisions are 62% (69%) and 60% (68%) for the
protons and antiprotons, respectively. The statistical
uncertainties are obtained using a bootstrap approach
[28,45] and the Delta theorem [28,45,46] method. The
systematic uncertainties are estimated by varying the
experimental requirements to reconstruct p (p̄) in the
TPC and TOF. These requirements include the distance of
the proton and antiproton tracks from the primary vertex
position, the track quality reflected by the number of TPC
space points used in the track reconstruction, the particle
identification criteria passing certain selection criteria,
and the uncertainties in estimating the reconstruction
efficiencies. The systematic uncertainties at different
collision energies are uncorrelated.
The large values of C3 and C4 for central Auþ Au

collisions show that the distributions have non-Gaussian
shapes, a possible indication of enhanced fluctuations
arising from a possible critical point [11,22]. The
corresponding values for peripheral collisions are small
and close to zero. For central collisions, the C1 and C3

monotonically decrease with increasing
ffiffiffiffiffiffiffiffi
sNN

p
.

We employ ratios of cumulants in order to cancel volume
variations to first order. Further, these ratios of cumulants
are related to the ratio of baryon-number susceptibilities.
The latter are χBn ¼ ðdnP=dμnBÞ, where n is the order and P
is the pressure of the system at a given T and μB,
computed in lattice QCD and QCD-based models [47].
The C3=C2 ¼ Sσ ¼ ðχB3 =TÞ=ðχB2 =T2Þand C4=C2 ¼ κσ2 ¼
ðχB4Þ=ðχB2 =T2Þ. Close to the critical point, QCD-based
calculations predict the net-baryon number distributions
to be non-Gaussian and the susceptibilities to diverge,
causing moments, especially higher-order quantities like
κσ2, to have nonmonotonic variations as a function offfiffiffiffiffiffiffiffi
sNN

p
[47,48].

Figure 3 shows the central 0%–5% Auþ Au collision
data for Sσ and κσ2 in the collision energy range of 7.7–
62.4 GeV, fitted to a polynomial function of order 5 and
4, respectively. The derivative of the polynomial function
changes sign [34] with

ffiffiffiffiffiffiffiffi
sNN

p
for κσ2, thereby indicating a

nonmonotonic variation of the measurement with the
collision energy. The uncertainties of the derivatives are
obtained by varying the data points randomly at each
energy within the statistical and systematic uncertainties
separately. The overall significance of the change
in the sign of the slope for κσ2 vs

ffiffiffiffiffiffiffiffi
sNN

p
, based on the

fourth order polynomial function fitting procedure fromffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7–62.4 GeV, is 3.1 σ. This significance is
obtained by generating one million sets of points, where
for each set, the measured κσ2 value at a given

ffiffiffiffiffiffiffiffi
sNN

p
is

randomly varied within the total Gaussian uncertainties
(systematic and statistical uncertainties added in quad-
rature). Then for each new κσ2 vs a

ffiffiffiffiffiffiffiffi
sNN

p
set of points, a

fourth order polynomial function is fitted and the
derivative values are calculated at a different

ffiffiffiffiffiffiffiffi
sNN

p
(as
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FIG. 2. Cumulants (Cn) of the net-proton distributions for
central (0%–5%) and peripheral (70%–80%) Auþ Au collisions
as a function of collision energy. The transverse momentum (pT)
range for the measurements is from 0.4 to 2 GeV=c, and the
rapidity (y) range is −0.5 < y < 0.5.
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FIG. 3. Upper panels: Sσ (1) and κσ2 (2) of net-proton
distributions for 0%–5% central Auþ Au collisions fromffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7–62.4 GeV. The bars on the data points are statistical
and systematic uncertainties added in quadrature. The black solid
lines are polynomial fit functions that best describe the data. The
black dashed lines are the Poisson baselines. Lower panels:
Derivative of the fitted polynomial as a function of

ffiffiffiffiffiffiffiffi
sNN

p
. The bar

and the shaded band on the derivatives represent the statistical
and systematic uncertainties, respectively.

PHYSICAL REVIEW LETTERS 126, 092301 (2021)

092301-5

q Cumulants 𝐶9 and 𝐶> decrease 
with collision energy for 0-5% 
centrality.

q 𝐶- and 𝐶+ (0-5%) show 
non-monotonic collision 
energy dependence.

q Peripheral measurements close 
to zero.
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Cumulant Measurements at vanishing 𝜇D

Net-baryon fluctuations with cumulants up to third order in Pb–Pb collisions ALICE Collaboration

vanish under these conditions also if baryon number conservation is included, see Refs. [51, 56]. Also in
LQCD [57] the odd cumulants vanish.

In Fig. 7, the third-order cumulant measurements are also compared with HIJING and EPOS model
calculation results. Both models include baryon number conservation but, as mentioned above, the net-
proton number is positive within the current experimental acceptance. Therefore, the resulting third-order
cumulants for all centrality and pseudorapidity difference intervals shift toward positive values and are
affected by the volume fluctuations [18] visible in the 10–20% centrality interval, where the centrality
range doubles (left panel). The agreement of the experimental third-order cumulants with a value of zero
is a confirmation that the average number of protons and antiprotons is the same at LHC energies and
that the systematic uncertainties for these measurements are under good control.
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Figure 7: (Color online) Centrality (left) and pseudorapidity interval (right) dependence of the ratio of third- to
second-order cumulants for net protons at

p
sNN = 5.02 TeV. The ALICE data are shown by red markers, while

the colored shaded bands represent the results from HIJING [45] and EPOS [52] model calculations.

4 Conclusions

In summary, net-proton cumulant measurements up to third order and net-pion and net-kaon second-order
cumulant measurements are reported. The technical challenges related to data analysis, in particular ef-
ficiency correction and event pile-up, could be overcome as discussed in detail. Resonance contributions
prove to be challenging in the study of fluctuations of the net-electric charge and the net-strangeness. A
deviation of about 4% from the Skellam baseline is observed for the second-order net-proton cumulants
for the widest Dh interval. Investigation of this deviation in light of baryon number conservation led to
the conclusion that the 2010 data from ALICE [26] indicate the presence of long-range rapidity corre-
lations between protons and antiprotons originating from the early phase of the collision. This finding
is corroborated by the present analysis including the higher luminosity 2015 data with significantly dif-
ferent experimental conditions. Results of calculations using the HIJING generator, based on the Lund
string model, reflect a much smaller correlation length of one unit of rapidity. This observed discrepancy
calls into question the mechanism implemented in the Lund string model for the production of baryons.
After accounting for the effect of baryon number conservation, the data from ALICE are consistent with
LQCD expectations up to the third-order cumulants of the net protons. The finding of third-order net-
proton cumulants consistent with zero with a precision of better than 4% is promising for the analysis of
the higher-order cumulants during the operation of LHC with increased Pb–Pb luminosity [58] starting
in 2022 and for the future heavy-ion detector planned for the early 2030s [59].
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Global baryon number conservation encoded in net-proton fluctuations ALICE Collaboration
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Figure 2: Pseudorapidity dependence of the normalized second cumulants of net-protons R1. Global baryon
number conservation is depicted as the pink band. The dashed lines represent the predictions from the model with
local baryon number conservation [35]. The blue solid line, represents the prediction using the HIJING generator.

ment is expected because of the small acceptance window as discussed above. For Dh > 0.8, deviations
from the Skellam distribution are observed. The amount of deviation is small but significant and in good
agreement with the prediction assuming global baryon number conservation. The observed deviation is
therefore consistent with the assumption of global baryon number conservation, i.e. conservation within
the full phase space.

On the other hand, local baryon number conservation may induce additional correlations between protons
and antiprotons, which would lead to a further reduction of the measured k2(np �np) [35]. In Fig. 2 the
data are compared to the predictions from an analysis of effects of local baryon number conservation
for different values of correlation width Dycorr between protons and antiprotons.Within the experimental
uncertainties the data are best described with the assumption of global baryon number conservation,
which corresponds to the correlation width Dycorr = 2|ybeam| but, within one standard deviation (1.56 for
the last point at Dh = 1.6), the data are also consistent with a large correlation width of Dycorr = 5 [35].
We find that for Dycorr = 4.5, with a 5% significance level, the last point is not consistent with the
experimental data. The results from the HIJING event generator (cf. blue solid line in Fig. 2), which
can be described with Dycorr = 2, and from a recent study reported in [41] would imply much stronger
correlations between protons and antiprotons, not consistent with the experimental data. We note here
that correlations arising from baryon or charge conservation have also been analyzed in the framework of
balance functions [42, 43]. Such an analysis could also shed interesting light on global vs. local baryon
conservation.

From the present results it is concluded that effects due to local baryon number conservation are not
large, if present at all in second cumulants of net-protons. The large correlation length observed in the
data implies that the normalized second cumulant R1 is determined by collisions in the very early phase
of the Pb–Pb interaction [44]. We note that long range rapidity correlations were investigated in other
contexts in [45, 46]. The search for critical behavior, as predicted for higher cumulants of net-baryon
distributions [12, 47], will be the topic of future investigations.

6

q Presence of long-range rapidity correlations (Δ𝑦]^__ > 0.5) between protons and antiprotons.
HIJING and EPOS reproduces qualitative trend but show quantitative differences. 

q Vanishing third order cumulant observed – consistent with LQCD and HRG calculations.
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ALICE: PLB807, 135564(2020)
ALICE: arXiv:2206.03343



q Non-monotonic collision energy dependence observed for net-proton 𝐶+/𝐶- −
consistent with CP expectation. Non-CP models fail to reproduce the observed trend.

q Suppression observed at √𝑠00 = 3GeV (𝜇D = 750 MeV), consistent with UrQMD – QCD 
matter created is dominantly hadronic.

Net-Proton C+/C- − Critical Point Search 
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Ÿ1 = ÈNÍ
Ÿ2 = È(”N)2Í = ‡2

Ÿ3 = È(”N)3Í = S‡3

Ÿ4 = È(”N)4Í ≠ 3È(”N)2Í2 = K‡4

where:
N – multiplicity; ”N = N ≠ ÈNÍ
‡ – standard deviation
S – skewness; K – kurtosis

No structure indicating critical point

Multiplicity Ÿ2/Ÿ1: increasing difference between
small systems (p+p and Be+Be) and a heavier system
(Ar+Sc) with collision energy

Net-charge Ÿ3/Ÿ1: increasing difference between
Be+Be and other systems (p+p and Ar+Sc) with
collision energy

Ÿ4/Ÿ2: consistent values for all measured systems at
given collision energy
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q Within large uncertainties monotonic energy 
dependence trend observed for net-charge and 
net-kaon fluctuations.

q The statistical uncertainty: ~ cd

0	ef

Net-charge

STAR: PRL. 113 (2014) 092301
STAR: PLB 785 (2018) 551-560

A. Marcinek, 
NA61/SHINE Collaboration, QM22 

Net-Particle C+/C- − Critical Point Search 



Measurements and QCD Thermodynamics 

STAR: PRL 127, 262301 (2021)
STAR: PRL 126, 092301 (2021)
STAR: PRC 104, 024902 (2021)

STAR: arXiv:2207.09837

q Within uncertainties, 7.7 and 200 GeV data consistent with predicted hierarchy. 
UrQMD does not follow the ordering. Positive for all the ratios.

q At 3 GeV, violation of ordering is seen. Observed ordering reproduced by UrQMD.
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Net-Proton C7/C- − Crossover Search
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q Increasingly negative 𝐶7/𝐶- (7.7 – 200 GeV) with 
decreasing energy at a level of ≲ 1.7𝜎 observed 
for 0-40% centrality − lattice QCD calculations 
are consistent with observed trend in data. 

q At 3 GeV, 0-40% measurement positive.

q 𝐶7/𝐶-(50-60%), UrQMD ≥ 0 for all energies. 
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B. Friman et al, Eur.Phys.J. C71 1694 (2011) 

q Increasing negative !6/!" (0-40%)  with decreasing collision energy. Weak energy 
dependence of !8/!9 (0-40%). Deviations from zero at a level of ≲ 2/ observed.

q !8/!9 and !6/!" for peripheral (70-80%) >0 for all energies. 

!8,	!6: negative for LQCD, FRG, PQM− crossover
!8,	!6: positive for HRG and UrQMD (No QCD transition)

Search for Crossover
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q Increasing negative !6/!" (0-40%)  with decreasing collision energy. Weak energy 
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q Decreasing trend of cumulant ratios observed with increase in system size.
(p+p, Zr+Zr, Ru+Ru, and Au+Au collisions)

q Measurements at high charged multiplicity consistent with lattice QCD.
q Fifth and sixth order cumulant ratios grow progressively negative towards higher charged 

particle multiplicity – sign consistent with lattice QCD calculation with a crossover.

H.-S. Ko, STAR Collaboration, QM22 
STAR: PRL 127, 262301 (2021)
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Proton 𝜅6 and 𝜅7 − 1st order Phase Transition Phase Transition 

q For √𝑠00 ≥ 11.5 GeV, the proton 𝜅Z	within uncertainties does not support the two-
component shape of proton distributions. Possibility of sign change at low energy.

q Peripheral data and UrQMD calculations consistent with zero at all energies.
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Figure 1: Conjectured QCD phase diagram. The phase boundary (solid line) between the hadronic

gas phase and the high-temperature quark-gluon phase is a first-order phase transition line, which

begins at large µB and small T and curves towards smaller µB and larger T . This line ends at the

QCD critical point whose conjectured position, indicated by a square, is uncertain both theoret-

ically and experimentally. At smaller µB there is a cross over indicated by a dashed line. The

region of µB/T  2 is shown as blue dot-dashed line. A comparison between RHIC data and lattice

QCD calculations disfavors the possible QCD critical point being located at µB/T  2 16, 17. The

red-yellow dotted line corresponds to the chemical freeze-out (where inelastic collisions among

the constituents of the system cease) inferred from particle yields in heavy-ion collisions using a

thermal model. The liquid-gas transition region features a second order critical point (red-circle)

and a first-order transition line (yellow line) that connect the critical point to the ground state of

nuclear matter (T ⇠ 0 and µB ⇠ 925 MeV) 8. The regions of the phase diagram accessed by past

(AGS and SPS), ongoing (LHC, RHIC, SPS and RHIC operating in fixed target mode), and future

(FAIR and NICA) experimental facilities are also indicated.
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Figure 1: Conjectured QCD phase diagram. The phase boundary (solid line) between the hadronic

gas phase and the high-temperature quark-gluon phase is a first-order phase transition line, which

begins at large µB and small T and curves towards smaller µB and larger T . This line ends at the

QCD critical point whose conjectured position, indicated by a square, is uncertain both theoret-

ically and experimentally. At smaller µB there is a cross over indicated by a dashed line. The

region of µB/T  2 is shown as blue dot-dashed line. A comparison between RHIC data and lattice

QCD calculations disfavors the possible QCD critical point being located at µB/T  2 16, 17. The

red-yellow dotted line corresponds to the chemical freeze-out (where inelastic collisions among

the constituents of the system cease) inferred from particle yields in heavy-ion collisions using a

thermal model. The liquid-gas transition region features a second order critical point (red-circle)

and a first-order transition line (yellow line) that connect the critical point to the ground state of

nuclear matter (T ⇠ 0 and µB ⇠ 925 MeV) 8. The regions of the phase diagram accessed by past

(AGS and SPS), ongoing (LHC, RHIC, SPS and RHIC operating in fixed target mode), and future

(FAIR and NICA) experimental facilities are also indicated.
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Crossover Search and Probing Magnetic field in HIC

4Net-proton !" and !# at STAR-RHIC −Ashish Pandav for STAR Collaboration

Search for Crossover
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Figure 4: The sixth and eighth order cumulants of the net baryon number
fluctuations at µq/T = 0 in the PQM model. The temperature is given in
units of the pseudo-critical temperature Tpc(mπ) corresponding to a maxi-
mum of the the chiral susceptibility. The shaded area indicates the chiral
crossover region.

these derivatives have been implemented directly into the analysis of the
flow equations (see Appendix).

In Fig. 4 we show the sixth and eighth order cumulants of the net baryon
number fluctuations computed at µq/T = 0 within the PQM model for phys-
ical values of the pion mass. The basic features dictated by O(4) symmetry
restoration, as discussed in the previous sections, are readily identified in the
figure. Moreover, the positions of the two extrema of χB

6 correspond approx-
imately to the zeros of χB

8 . This confirms that in the transition region, two
derivatives with respect to µq/T are indeed equivalent to one derivative with
respect to T .

From these calculations, as well as from calculations of the lower order
cumulants χB

2 and χB
4 , we obtain the ratios RB

n,m of the n-th and m-th cu-
mulants. Results obtained for µq/T = 0 and µq/T > 0 are shown in Figs. 5
and 6, respectively. We note that these ratios approach unity at low tem-
peratures, as it is the case also in the hadron resonance gas model. In the
transition region, they reflect the expected O(4) scaling properties; they have
a shallow maximum close to the transition region before they drop sharply.
In particular, they show pronounced minima with RB

n,2 < 0 in the vicinity
of the chiral crossover temperature. The exact location of these minima and
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q STAR: Au+Au at √𝑠00 = 200 GeV: ~ 20 billion event (2023+2025)
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q ALICE: Higher order measurements possible with high statistic   
LHC Run3 

H.-T. Ding, S.-T. Li, Q. Shi, X.-D. Wang: Fluctuations and correlations of B, Q & S in a background magnetic field 7

temperatures with eB 6= 0. This is exactly what can be
seen from the middle panel of Fig. 4. At eB = 0 the ratio
(2�QS

11 ��BS
11 )/�

S
2 is unity at all four temperatures and then

starts to decrease as the magnetic field grows and finally
has to approach to unity after a turning point. Similarly
as observed from the top panel of Fig. 4 the ratio changes
more rapidly as a function of eB at lower temperatures.
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Fig. 4. Isospin symmetry breaking e↵ects manifested in �u
2/�

d
2

(top), (2�QS
11 ��BS

11 )/�
S
2 (middle) and (2�BQ

11 ��BS
11 )/�

BQ
2 (bot-

tom). The dash-dotted lines in all the plots represent the ideal
gas limits and dashed lines denote results in the isospin sym-
metric case.

On the other hand Eq. 28 holds at any temperature
with eB = 0, however, it does not hold true any more with
eB 6= 0 in the ideal gas limit. In the ideal gas limit, where
the correlations among u, d and s vanish, 2�BQ

11 � �BS
11

equals to (4�u
2 � �d

2)/9 while �B
2 = (�u

2 + 2�d
2)/9. In the

ideal gas limit with
p
eB/T ! 1 the ratio of (2�BQ

11 �

�BS
11 )/�

B
2 thus approaches to 7/4 as �u

2 = 2�d
2 (cf. Ta-

ble 1). Values of (2�BQ
11 � �BS

11 )/�
B
2 at eB = 0 and in the

high-temperature limit with
p
eB/T ! 1 thus suggest a

monotonous increasing behavior of the ratio as a function
of eB. This, however, is only the case for two highest tem-
peratures of 211 and 281 MeV, as seen from the bottom
panel of Fig. 4. For lower temperatures, i.e. 169 and 140
MeV, the free limit is approached from above and the ra-
tio thus develops a weak non-monotonous behavior as a
function of eB. We remark that isospin symmetry break-
ing e↵ects are mostly manifested at lower temperatures in
all three quantities shown in Fig. 4.

In the heavy-ion collisions the strength of the mag-
netic field produced in the initial collisions is about 0� 0.6
GeV2 [83]. This corresponds to 0 � 12M2

⇡(eB = 0) with
M⇡(eB = 0) ' 220 MeV in our lattice setup. To probe
isospin symmetry breaking e↵ects experimentally, one in
principle could look at �u

2/�
d
2 expressed in the terms of

quadratic fluctuations and correlations of B, Q and S (cf.
Eq. 4). However, precise measurements of right hands of
Eq. 4 in heavy-ion collision experiments could be di�cult.
As can be observed in Fig. 4 the deviation from the isospin
symmetric case is even larger in (2�BQ

11 � �BS
11 )/�

B
2 than

in �u
2/�

d
2. For instance at eB ' 0.5 GeV2, the former de-

viation is about 50% while the latter is about 80%. Thus
this could render (2�BQ

11 ��BS
11 )/�

B
2 a useful probe for the

isospin symmetry breaking 2.

4.3 Comparisons to Hadron Resonance Gas model &

high-temperature free limit

At low temperatures and zero magnetic fields QCD ther-
modynamics can be well described by the hadron reso-
nance gas model [42]. In the nonzero magnetic fields, the
situation becomes complex as the hadron spectra are mod-
ified by the magnetic field. It has been found that ener-
gies of charged particles, e.g. ⇡+,�(K+,�) obey the lowest
Landau-level (cf. Eq. 9) only at eB . 0.31 GeV2 and then
turn out to deviate from the the lowest Landau-level and
finally decrease at eB & 0.5 GeV2, while those of neu-
tral particles, e.g. neutral pion decreases as eB grows in
full QCD [17]. Since the eB-dependence of neutral parti-
cles’ masses (besides ⇡0, K0, neutron, ⌃0 and ⌅0 [17,23,
84–86]) have not been studied yet in lattice QCD com-
putations, we thus focus on the fluctuations and correla-
tions involving electric charge Q, �BQ

11 , �Q
2 and �QS

11 which
receive no contributions from neutral particles. On the
other hand, the energy of charged hadron obeys the low-
est Landau-level as shown in Eq. 9 at eB . 0.31 GeV2,
in which we have 4 values of eB at each temperature. We
thus focus on the comparison with HRG results in the case
of eB . 0.31 GeV2.

In Fig. 5 we show lattice data of �QS
11 /T

2(left), �Q
2 /T

2

(middle) and �BQ
11 /T 2 (right) as functions of temperature

at various values of eB with Nb = 0, 1, 2, 3 and 4 cor-
responding to eB/M2

⇡ = 0 and eB/M2
⇡ ' 1, 2, 3 and

2 One can also construct quantities without �S
2 to reflect the

isospin symmetry breaking, e.g. (�Q
2 �2�BQ

11 )/(�Q
2 +�BQ

11 ), and
0.5(2�B

2 � �BQ
11 )/(�B

2 + �BQ
11 ). Both of these two quantities ap-

proach to �d
2/�

u
2 in the high-temperature limit.

𝑪𝟔

𝑪𝟖

Measuring BS, BQ, QS correlations 
to probe magnetic field in HIC

STAR BUR Run22, STAR note 0773, ALICE: arXiv1812.06772

Lattice QCD

H.T. Ding et al, EPJA 57.202 (2021)

A. Pandav, STAR Collaboration, SQM22 

Isospin symmetry broken 
due to magnetic field.
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• New detectors enable 
larger coverage of 
acceptance

à rapidity window scan

Future experiments: STAR BES-II

J. Brewer, BEST Collaboration, CPOD2018 

Proton, STAR Au+Au
!"" = 3.9 GeV FXT mode

η = 1.5

iTPC upgrade

Proton, STAR Au+Au
!"" = 19.6 GeV collider mode

CBM TOF

Rapidity scan: sensitive 
probe of the critical region

BES-II whitepaper: 
https://drupal.star.bnl.gov/STAR/starnotes/public/sn0598Enlarged Phase Space 

X. DongSept. 23-25, 2022             Hot and Cold QCD Townhall Meeting, MIT

Prospects from BES-II

21

Rapidity windows at BES-II
Collider:           |y|<0.8 
FXT:         -1.0<y<0.5 @ 3 GeV 

0.8

iTPC

7.7 GeV

19.6 GeV

Significantly improved statistics
Better systematic control
Extended acceptance and particle identification

Rapidity is a finer-resolution probe of the critical regime than !

Jasmine Brewer (MIT) 7

Introduction Criticality and Cumulants Rapidity Dependence Conclusion

varying !

varying "

“mini-scan” in " can be used to give additional signatures of a CP

Δ"

!$
!%

!&

Energy scan and rapidity scan

Rapidity is a finer-resolution 
probe of the critical regime than √𝑠00

J. Brewer et. al., Phys.Rev.C 98 (2018) 6, 061901 H-S.Ko, SQM22 
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Initial Volume Fluctuation Effect at High Baryonic Density Region
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FIG. 10. UrQMD results of the proton cumulant ratios up to 6th-order in Au+Au collisions at
p
sNN = 3 GeV. The black

circles are without VF correction while blue squares and red triangles are results with VFC which used Npart distributions from
UrQMD and Glauber model, respectively. The blue crosses are calculations using UrQMD events with b  3 fm. The above
results are applied CBWC except for the one (blue crosses) using b  3 fm events.
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UrQMD: Au+Au at 𝑠00 = 3	𝐺𝑒𝑉

< 𝑁qX_4>

8

Following the procedure outlined in Ref. [51], the single384

collision moments can be recursively expressed in terms385

of the measured moments of lower multiplicity bins as386

hNr
i
t
m =

hNr
im � ↵m�(r)

m

1� ↵m + 2↵mwm,0
, (13)387

where �(r)
m is defined as388

�(r)
m = µ(r)

m +
X

i,j>0

�m,i+jwi,j hN
r
i
sub
i,j , (14)389

and

µ(r)
m =

8
>>>><

>>>>:

2wm,0

r�1X

k=0

✓
r

k

◆⌦
Nr�k

↵t
0

⌦
Nk

↵tm
(m > 0)

r�1X

k=1

✓
r

k

◆⌦
Nr�k

↵t
0

⌦
Nk

↵t
0

(m = 0).

(15)

The correction requires both ↵m and wi,j to be de-
termined with a high level of precision. Both parameters
can be expressed in terms of the multiplicity of the single
collision events T (m) as

wi,j =
↵T (i)T (j)P

i,j �m,i+j↵T (i)T (j)
, (16)

↵m =
↵
P

i,j �m,i+jT (i)T (j)

(1� ↵)T (m) + ↵
P

i,j �m,i+jT (i)T (j)
, (17)

where ↵ is the total pileup fraction overall reference mul-390

tiplicities. Therefore, the accuracy of ↵m and wi,j is de-391

termined by one’s ability to extract the single collision392

distribution from the measured reference multiplicity.393

For this analysis, an unfolding technique [53] is used394

to estimate T (m). An overview of the unfolding proce-395

dure and a closure test of simulated events can be found396

in Ref. [52]. The unfolding is performed by generating397

both a pileup distribution and single collision distribu-398

tion from Monte-Carlo (toy-MC) events. The di↵erence399

between the toy-MC (single + pileup) distribution and400

the data multiplicity distribution is measured and prop-401

agated back to the toy-MC single collisions. The process402

is repeated until the toy-MC and data agree. The bottom403

panel of Fig. 1 shows the ratio of the data and toy-MC404

after 100 iterations. In the top panel of Fig. 1, the single405

collision and pileup distributions are represented by blue406

and green dashed lines, respectively. The procedure has407

one free parameter, which is the total pileup probability408

↵ in Eq. 15. The procedure is run for various ↵ param-409

eters and a �2 test is performed. The pileup probability410

↵ is determined to be (0.46 ± 0.09)% for all events and411

(2.10 ± 0.40)% in the 0–5% centrality class. With the412

unfolded single collision distribution and the ↵ parame-413

ter, the response matrix wi,j can be simulated as shown414

in Fig. 5. As stated, wi,j is the probability to observe a415

sub-pileup event at multiplicity m with m = i + j. The416

pileup corrected cumulants are shown in Fig. 6. Addi-417

tionally, the event-averaged pileup corrected (red) and418

uncorrected (blue) cumulants are displayed. For all cu-419

mulants, only results from the top centrality class (0-420

5%) are a↵ected. Figure 7 are the pileup corrected and421

uncorrected cumulant ratios. Similar to the cumulants,422

the cumulant ratios are only a↵ected in the most central423

collisions. Pileup correction will increase uncertainties424

in the high multiplicity region, especially for reference425

multiplicity larger than 60. After the pileup correction,426

higher-order cumulant ratios, C4/C2, C5/C1 and C6/C2,427

are consistent with zero within uncertainty for the most428

central multiplicity bins.429

G. E↵ects of volume fluctuation430

1

10

210

310

410

510

610

0 50 100 150 200 250 300 350 400
0

20

40

60

80

100

120

0-
5%

0-
5%

0 20 40 60 80 100 1200

5

10

15

20

25

30
20-30%

10-20%

5-10%

0-5%

R
ef

er
en

ce
 M

ul
tip

lic
ty

 R
M

S
pa

rt
N

 
part

Number of Participating Nucleons N Reference Multiplicity
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 = 3 GeVNNs

FIG. 8. (a): Correlation distribution of Npart vs. reference
multiplicity from UrQMD model. Vertical and horizontal
dashed lines indicate the 0-5% central collisions selected by
Npart and reference multiplicity, respectively. (b): Npart root-
mean-square (RMS) distribution as a function of the reference
multiplicity. The vertical lines indicate the average reference
multiplicity for each centrality class.

Physics results will be discussed as a function of a given431

event centrality class. Since the physics of higher-order432

cumulants and their ratios are supposed to be sensitive433

to collision dynamics including the centrality, it is im-434

portant to understand the correlation between the ex-435

perimentally measured reference multiplicity distribution436

and the extracted class of collision centrality. It is well-437

known that quantum fluctuations in particle production438

and fluctuation of the participating nucleon pairs will af-439

fect the final centrality determination, especially at low-440

energy collisions. The microscopic hadronic transport441

model UrQMD (v3.4) [54, 55], which does not contain442

critical phenomena physics, has been used to show the443

volume fluctuation e↵ect. As an illustration, the UrQMD444

model results on the correlation of the reference multi-445

plicity and participating nucleons Npart is shown in the446

left panel of Fig. 8. The right panel shows the root-mean-447

square (RMS) values of the Npart distribution at a given448

fixed reference multiplicity.449

As one can see, the correlation is broad and the disper-450

sion (RMS) of Npart is as large as 30 in the mid-central451

STAR: arXiv:2209.11940

q Initial volume fluctuation effect significant at low √𝑠00 .
q Low collision energy: low charged particle multiplicity - poor centrality resolution.
q Look for alternate way to obtain < 𝑁qX_4> in experiments.

			−0.5	 < 	𝑦	 < 	0
𝑝r: 0.4	 − 2	𝐺𝑒𝑉/𝑐

proton

A new method: A. Rustamov et al, arXiv:2211.14849
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Current Status of CP and Conclusion
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Figure 1: Conjectured QCD phase diagram. The phase boundary (solid line) between the hadronic

gas phase and the high-temperature quark-gluon phase is a first-order phase transition line, which

begins at large µB and small T and curves towards smaller µB and larger T . This line ends at the

QCD critical point whose conjectured position, indicated by a square, is uncertain both theoret-

ically and experimentally. At smaller µB there is a cross over indicated by a dashed line. The

region of µB/T  2 is shown as blue dot-dashed line. A comparison between RHIC data and lattice

QCD calculations disfavors the possible QCD critical point being located at µB/T  2 16, 17. The

red-yellow dotted line corresponds to the chemical freeze-out (where inelastic collisions among

the constituents of the system cease) inferred from particle yields in heavy-ion collisions using a

thermal model. The liquid-gas transition region features a second order critical point (red-circle)

and a first-order transition line (yellow line) that connect the critical point to the ground state of

nuclear matter (T ⇠ 0 and µB ⇠ 925 MeV) 8. The regions of the phase diagram accessed by past

(AGS and SPS), ongoing (LHC, RHIC, SPS and RHIC operating in fixed target mode), and future

(FAIR and NICA) experimental facilities are also indicated.

4

B. Mohanty, N. Xu, arXiv:2101.09210

A. Pandav, D. Mallick, B. Mohanty, PPNP. 125, 103960 (2022)

Critical point unlikely to exist 
below uvr < 2.5 ( 𝑠00 > 27 GeV) -
lattice QCD

Measurements at 𝑠00 = 3 GeV –
strongly suggest QCD matter 
created is hadronic.

Critical region, if created in HIC
is likely to be between  
𝑠00 = 3 – 27 GeV. 

Measurements from BES-II,
upcoming experiments: CBM at 
FAIR will be crucial.
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