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Alaska Satellite
Facility DAAC
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Sea Ice,

Polar Processes,
Geophysics
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Sea Surface
Temperature
Biogeochemical Dynamics,
Ecological Data,
Environmental Processes

Level 1 and Atmosphere
Archive and Distribution
System (LAADS) DAAC
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Global {'- Atmosphere Data Products
Hydrometeorology |
Resource Center DAAC
Hazardous Weather,
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and Storm-induced Hazards

Atmospheric
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Radiation Budget,
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DAACs are
custodians of
EOS mission data
and ensure that
data will be
easily accessible
to users.


https://podaac.jpl.nasa.gov/
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A New Paradigm

The EOSDIS Cloud Evolution

DAACs ANALYSIS

END USERS




Benefits of the Cloud

Easy access to data: Data users will be able to access data directly in the cloud,
making the need to download volumes of data unnecessary.

Rapid deployment: Users can bring their algorithms and processing software to
the cloud and work directly with the data in the cloud

Scalability: The size and use of the archive can expand easily and rapidly as
needed.

Flexibility: Mission needs can dictate options for selecting operating systems,
programming languages, databases, and other criteria to enable the best use of
mission data.

Reduced Duplication: The use of a common infrastructure with cloud native

services will reduce redundant tools and services.




Challenges

i

Cost

Storage

Egress
Development
Computational
Labor

Security

Data protection
Access control
Cybersecurity

Migration

Maintain existing system
End-user

Staffing

Technical skill

End-user migration




deDNGAP

NGAP is a multi-account, Infrastructure-as-a-

EOSDIS "

Service (laaS) cloud platform operating on
Amazon Web Services (AWS).

Features:

1.

NASA-Approved Amazon Web Services
(AWS)

Code Deployment Services: DevOps
Pipeline

Use of Infrastructure as Code: including
reusable template

Earthdata Cloud Platform (NGAP - NASA General Application Platform)

1. Modify il definition
and open Pull Request ~
7% Bitbucket (Git) A A
5 % .' igit.sit.earthdata.nasa.gov
"NGAP 9. Login as IA user
reveloper
2. Approve & merge 3. Notify Cl server
Pull Request IA User
4. Pull latest changes o=
6. udtify w/ build status. 10. Pull secure config > E .
A4 a Bamboo for managed account
4 i— 3 ici.sit.earthdata.nasa.gov Config .
[— 7. Create & tag release 11 Assume |A 0'9 St
NGAP ¢ schtmesins ore .
Admin 8. Initiate deployment
12. Apply template
to managed account
. I
5. Build & test changes d3=RecoIA A ¥>
IARole
-
Repeat steps 9-13 for each account in
{Dev, Pre-Prod, Prod}
State
Table
Infrastructure
Automation Managed
Account /| Account )
e A N B4




& nasa githublojcumulusidocsicumulus-docs-reads
{ C U M U LU Cumulus Documentation v14.0.0

EOSDIS &iisin

Getting Started v Introduction Navigating the Cumuiss Docs
ductio 5
. AWS NGAP Account R This Cumulus project soeks to address the existing need for a “native” cloud-based data ingest, archive,
. distribution, and management system that can be used for al future Earth Observing System Data and
Application VPC Gloss Information System (EOSDIS) data streams via the development and implementation of Cumulus. The term
quently Asked Quest “native” implies that the system will leverage all components of a cloud infrastructure provided by the
vendor for efficiency (in terms of both processing time and cost). Additionally, Cumulus will operate on
About Cumulus 3 future data streams invotving satellite missions, aircraft missions, and field campaigns.
>
Overviews This documentation includes both guidelines, examples, and source code docs. It is accessible at
Deployment > hitpsjnasa.githubiofcumulus,
End Users Configuration >
Development > 2
P Navigating the Cumulus Docs
Workflow Tasks >
= Authorization Features > Get To Know Cumulus
Troubleshooting > + Getting Started - here - If you are new to Cumulus we suggest that you begin with this section to help
you understand and work in the environment,
>
;_1_‘—& Cumulus Development » General Cumulus Documentation - <- you're here
Integrator Guide >
Upgrade Notes 5 Cumulus Reference Docs
s Cormitona7 + Cumlus AP Documentation - here
« Cumulus Developer Documentation - here - READMES throughout the main repository.
« Data Cookbooks - here
Auxiliary Guides
Cloud Metrics
+ Integrator Guide - here
Cumulus
EOSDIS Metrics « Operator Docs - h
" -
gt 5P System (EMS)

Granule

£
i

w Trigge SNS Topics

Ingest Workfiows - AWS Step Functions

/ ut Discovery https://nasa.github.io/cumulus/docs/cumulus-docs-readme

s3 HTTP [ HTTPS FTP I SFTP



https://nasa.github.io/cumulus/docs/cumulus-docs-readme

W e
N PO.DAAC
° X::;slzsneg:t - Database Use Cases Cloud Service

. Requirements
.
W _-w
* Prioritized use cases based

* SWOT Survey 2.0 (n=111) L % i ted [ ity:
SWOTSCiences"l'eam + Application data °l;' o Users 'mpabcT ot Functionality:
: i * USe cases canpe |IooKed a H
- SWOT Early Adoptors requirements and user Tonle 3 Sarines

. capabilities by User Persona (e.g.
* PO.DAAC User Working Group = oceans, hydrology, or coastal on the Cloud

*» PO.DAASOTO use cases applications)
« SWOT Hydrology wishlist

* Use cases complemented by

L * User workflows (use user data preferences (e.g.
* Application Journeys (n=65) case traceability matrix) data file format, projections,

software & tools)

E. N. Stavros, C. M. Oaida, J. Hausman and M. M. Gierach, "A Quantitative Framework to Inform Cloud Data
System Architecture and Services Requirements Based on User Needs and Expected Demand," in IEEE
Access, vol. 8, pp. 138088-138101, 2020, doi: 10.1109/ACCESS.2020.3012054.




Data Services Migration Timeline

SWOT

2022 Launch ;. Users will get the same level of
service
Data download will continue to

be freely available to users

DESIGN GOALS

Leverage the power of co-located
data for processing large volumes

Search and Download of co-located datasets

Enable new frontiers in
science/applications

Dissemination & Transformation

End-User Capabilities
Development

Analysis
Search and Download Dissemination & Transformation Analysis
e  Feature based search ®  Subscriptions ®  Product space/time averaging
e  Space/Time download e  Subset e  Analysis-in-place (Cloud)
®  Regrid, Reformat e Integration with other Datasets
e On-demand Raster Generation 12




Data Migration

User Migration:

Training and Direct Outreach
FIND DATA ACCESS DATA RESOURCES ABOUT HELP CLOUD DATA Data . Workshops & Hackathons

(Training) (12%)
FINAL REMINDER - PO.DAAC Drive and Legacy Tools and Services . *
RETIREMENT April 24, 2023 - Important Information for Users e Webinars (3%)

Thursday, Apr| 20,2023 ® Present/participate at
PO.DAAC has been preparing for the next generation of NASA Earth observing missions and the migration of the data archive, tools, and services to the Scie n Ce Tea m M eeti ngs

Cloud. Part of this transition is determining which tools and services are best for our users in the new environment along with the challenges of delivering
data faster and at higher volumes than ever before. (20* )

Home

Last year, we informed our users that as a part of this transition, PO.DAAC Drive and certain legacy data access tools and services (specifically LAS, CWS,

THREDDS) will be retiring, o Present/pa rticipate at

This is a FINAL REMINDER for all PO.DAAC users to complete the transition of their legacy data access scripts and methods for compatibility with
cloud data access endpoints at their earliest convenience, as PO.DAAC Drive and the legacy data access tools and services (specifically LAS, CWS, CO n fe re n Ce s ( 1 5 * )
THREDDS) will retire on April 24, 2023.

To ensure a successful transition for all PO.DAAC users, the PO.DAAC in the CLOUD Forum can be used as the primary entry point to help address technical [ ] Tuto ri a IS/N Ote bOO ks (40* )

issues and concerns. Our User Services team (podaac@podaac.jpl.nasa.gov) is also standing by to support.

For additional information on the PO.DAAC Data Migration to the Earthdata Cloud, please see the PO.DAAC Cloud Data Page, or the list of resources below.

Additional Cloud Resources *estlmate




End User Migration

Tools & Services Roadmap On this page

Below is a practical guide for learning about and selecting helpful tools or services for a given use case, focusing on how to find
and access NASA Earthdata Cloud-archived data from local compute environment (e.g. laptop) or from a cloud computing
workspace, with accompanying example tutorials. Once you follow your desired pathway, click on the respective blue
notebook icon to get to the example tutorial. Note: these pathways are not exhaustive, there are many ways to accomplish

Contents:

What is the NASA
Earthdata Cloud?

Cloud Access Pathways

A Getting Started
these common steps, but these are some of our recommendations. Roadmap
@ 0o T Tools & Services
Working with NASA Earthdata Cloud data :: Tools & Services Roadmap =%Q Roadmap
Q *cLoud: Cloud Terminology 101
- Workflow Cheatsheet
I irect A
No Cloud Direct Access | ¢ Workflow Cheatsheet
Welcome Need to access (in-region, ) Terminology
Cheatsheets & Guides Need to find a e Do you want
: dataset? a dataset you tooptimize Yes |y ok Reference Files | |5 O Edit thi
How To's know? data access? it this page
Tutorials - Report an issue
No Zarr-eosdis-store library ‘i
In Development Earthdata —
Workshops Search (GuI) E | want to work Do you want to Dask, for parallelization \ -
Direct S3 Access Webinars —— w1_|h cloud data fubset‘ 7
Y . in the AWS spatially within  Yes —
z PO.DAAC DRIVE Tech Guides DAAC Web cloud the cloud? OPeNDAP (L3, L4) "
Data Format - ) Portal Lists ’ S —
o 7.3 Contribute -
N Yes Level 2 data Subsetter ‘i
Questions?
| want to work Do you want to
ﬁ""";“"t: D with cloud data T et bownload Earthdata
letadal ownloa
) local Search =
Repository | °:'n:gm‘r"? spatially first? | cloud data to eare I
(CMR) Search i
(aPY focal '":c"'"e PO.DAAC Data
via: )
Data Access Data Subscriber Website Link ‘i Tutorial No Subscriber Tool

General Cloud

Data Downloader

Missing data




Measuring Success

Number of Unique Users

Users

2000

1500

1000

500

B Cloud [ Drive

v
&

Since July of 2022, PO.DAAC
delivered data to more
EarthData Cloud users than
PO.DAAC Drive Users

Data Distribution and user
adoption are trending in a
positive direction




Data backup

® Cumulus Documentation APl Docs[? Distribution API Docs 2 Developer Docs Data Cookbooks Operator Docs

Getting Started v

This is unreleased documentation for Cumulus Documentation Next version. Deployment
Introduction
Task Inputs
Getting Started For up-to-date documentation, see the latest version (v15.0.0). G
Glossary Configuration
A >  Workflows > Workflow Tasks > LZARDS Backup Task Output
Frequently Asked Questions bk e
Version: Next Output
About Cumulus v
LZARDS Backup
Interfaces
Cumulis Téam The LZARDS backup task takes an array of granules and initiates backup requests to the LZARDS API, which will be handled
asynchronously by LZARDS.
Deployment v
How to Deploy Cumulus
, Deployment
Creating an S3 Bucket
Terraform Best Practices The LZARDS backup task is not automatically deployed with Cumulus. To deploy the task through the Cumulus module, first you
must specify a 1 hpad h in your terraform variables (e.g. i .tf) like so:
Component-based Clinulus pecify zards_launchpad_passphrase iny (e.g. variables )
Deployment
Databases v
PostgreSQL Database
Deployment
RDS: Choosing and Configuring
Your Database Type
APIs v
. " lzards_launchpac
Using the Thin Egress App A Aneibe
(TEA) for Cumulus Distribution
Lastly, you need to make sure that the 1zards_launchpad_passphrase is passed into the Cumulus module (in main.tf) like so: 16

Using the Cumulus Distribution




We are not at the destination yet....

User Experience o )
Enable new Frontiers in Science
Open Data

Open Source Science
Equitable access to data




