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Enabling data discovery in big datasets
Using the REGARDS Framework for the renewal of the CNES archive system
ERS-1/2 SAR and ENVISAT ASAR CEOS-ARD NRB Product Development Project

Workforce data curation training with Al considerations in Federated Data Repositories by netcdf-empowered
community informatics at OKD edge site

Scoping Net Zero Research Computing
Fengyun meteorological satellite global observation and applications

Implementing FAIR principles in the IPCC context to support open science and provide a citable platform to acknowledge
the work of authors.

Getting Out The Data - Fighting The Latency Dragon

Preserving an endangered society: the case of Maldives

Developing an OAIS based Interoperability Framework

Towards a sustainable data and knowledge preservation

Data standardization and integration for maintenance of Critical Infrastructure

TFCat (Time-Frequency Catalogue): JSON Implementation and Python library

Design and Implementation of FENGYUN Meteorological Satellite Archive Data Migration Mission
CryoSat Ice Baseline-E: Operational & Reprocessed Data Quality Control

Converting a Traditional Space Science Operations Center to a Cloud-Based Architecture
Petabyte scale, OAIS/ISO 16363 conformant archive

Data structure and long-term preservation of sequential images from optical microscopy

In-Situ and loT data inventorisation in support of earth observation data analysis

Adding Value to ESA Heritage and Third-Party Mission Archived Datasets via Reprocessing: ATSR and ALOS

Computational appraisal for enhancing data value discovery: recent researches and lessons learned for scientific data
governance

Focusing on Scalable Citations to Improve Data Usability and FAIRness
Developing a Prototype of Library Dataset supporting Services




Enabling data duscove in bi
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Abstract
The ESAC Sdenoe Data Centre (ESDC) Is handling the archive data for several solar and pl issi We started with
some g of i y in the hundreds of terabytes and not so far in the future we will lwrl!e petabytes. An important
fra:tion of mem reside in database svstems which allows to 1§ the data, , semi and unstructured, directly in the ESDC

systems using VO protocols. How to store this data in a database to give the users the ability to query easily the contents of a space
mission?. How do we choose a solution that will handle some small data to one that scales bener for big data?. May this be a nightmare?
One does not fit all, but maybe in the future it well may happen. We will review the of i for big data space
projects with special focus on the ones that we have already tested (PostgreSQL, CitusDB, PostgresXL, Greenplum) with specific
implementation for the Gaia DR3 release, the European JWST archive, the Euclid Science Archive and the future PLATO Data Archive
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Using the REGARDS Framework for the renewal of the CNES archive system é
Julien Petiton -
CNES,-18 av E. Belin, 31401 Toulouse Cedex 9, France

Context
For the long-term preservation of space mission data, CNES has developed the STAF service. The STAF service was introduced in 1995 and has been steadily improved since then.
‘STAF infrastructure is currently in version 3 (*STAF v3").

Unlike STAF v3, which uses dedicated infrastructure and software, the STAF redesign ("STAF v4" project) relies on components made available to the Mission Centers or Data
Centers, to adapt to their needs in terms of data storage or catalogs. These components are the Datalake object storage infrastructure and the REGARDS access catalog framework
(Open Source project available on Github)

STAF v4 project is also an opportunity to improve govemance of the CNES archives.
STAF v3 architecture

The service needs to evolve for the following reasons e —]

+ To handle a growing archive volume

*+ End of maintenance for SL8500 libraries

* Production of T10K cassettes SOLARIS stopped i

+ Software obsolescence (STAR client) i

« The STAF is only managed by STAR client in command line (no user interface, no access right
managed)

STAF u3 nfrastructure
EEm e

REGARDS /
o aopl

I

Assessment of 25 years of use:
+ 4 petabytes (~57 million files)

* No data loss {
+ Archive of exclusive data i |
+ Data archived but not referenced in a catalog &_‘ |
« Archive managed by REGARDS and by other appli (resulting and bl i

data)
Framework REGARDS

= 4

+ Generic software (Open Source available on Github) [Back End] ;,)" s W - L
+ Development started in 2015 - Microservices architecture
+ Using for CNES archives & Mission Center (SWOT) +Each microservice matches an elementary REGARDS function
« Implement the FAIR principles +Plugin mechanism to extend functions of microservices and web interface
« Implement OAIS functionnal model (CCSDS) +Each microservice exposes a REST or AMQP API e

+ Composed of a back end and a front end [Front End] o ) .
« Easily adaptable & configurable to various space projects *Provides a user H"ﬂlzfl‘:d"“"'wa"”" web interface %

e = Capture of REGARDS IHM
— - with storage value

STAF v4 architecture

« STAF v4 is a componant of the CNES datalake infrastructure (tier 3)

+ Capacity of 25 petabytes (~400 million files)

« Object storage (S3)

+ Implement user interface & access right managed by REGARDS

- Only ible through interface & REST API)

* Infrastructure evolution transparent for the business

* Build a metadata catalog "storage” similar to that of the datalake infrastructure

« Implement an overview of the archive by REGARDS catalog

+ The renewal of the service allows to make an inventory of the obsolete archive

Use case migration
+ [1] Reguest to STAR client to extract files ] REGARDS sends request to the tier 2 datalake (disk)

-
« [2] Star client sends a request to STAF v3 to extract files from the target tape 0 g] Data referenced in REGARDS (building metadata)

+ [3] Extraction & copy on the datalake tier 2 (disk) REGARDS request STAF v4 to copy files
[4] File path updated in the catalog (with integrity control)

STAF 3 infrastructure

STAF v4 Infrastructure

Planning
, Q4 a1 Q2 Q3 N 4
2023 2024 2024 2024 2024

« Migration of only valid files after inventory N —— .
+ Migration is realized by businesses with the support of SERAD
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ERS-1/2 SAR and ENVISAT ASAR CEOS-ARD NRB Product Development

Project

This project fulfils the needs of ESA’s Heritage Space Programme to generate a CEOS-ARD SAR product aligned to
Sentinel-1 and Sentinel-2 ARD outputs, for the historic ERS-1/2 and ENVISAT missions.

Baseline specification: Current status:

CEOS-ARD specification for SAR Normalised > Builds Upon: PyroSAR and SNAP

Radar Backscatter (NRB) PFS v5.5 > DEM: EEA-10 / GLO-30 or GLO-90

Development approach: » RTC: Flattening Gamma: Radiometric Terrain Correction for SAR

Closely follows Sentinel-1 approach to support: Imagery

> Immediate analysis and facilitation of data || » Gridding: Aligned to MGRS, geometry of each tile read from a
use Sentinel-2 reference KML file

> Interoperability » CEOS Requirement Traceability:

> Cloud computation capability = 30/30 Threshold requirements (100% compliance)

> Open science compliance = 7/14 Target requirements (50% compliance)

£ TEL EEPHZIG Kajal Haria, Michael Williams®), Garin Smith®), ngardo Noguera®), 4Clement Albinet®, Mirko Albani®, Antonio

i:‘ d LEONARDO and THALES company WTelespazio UK (TPZ UK), UK; @ Europea\fqa;f)gtclz c;\(g)ensc?/t;gg:)/i'lglg;‘;\(l )ltaly ) RHEA Group, Italy, ® Serco, Italy Se rcg



* Workforce data curation training with Al considerations in Federated
Data Repositories by netcdf-empowered community informatics at
OKD edge site

* Benjamin Branch



Scoping Net Zero Research Computing

Towards a UKRI roadmap to deliver carbon neutral digital research infrastructure by 2040 or sooner

Core project team: Martin Juckes!, Charlotie Pascoe’, Ag Stephens’, Poppy Townsend', Jennifer Bulpeit’, Katie Cartmell’, Miranda MacFarlane®
1. Mational Ceritre for Mmospheric Science, UK, 2. Kings College London, UK

What we set out to do

The UKRI Net Zero Digital Research Infrastructure Scoping project is a large
interdizciplinary project with three key objectives:

= Caollect evidence to inform UKRI digital research infrastructure investment
decisions.

+ Provide recommendations for UKRI and their community with an outline
rogdmap for achieving carbon neutrality across all digital research
infrastructure by 2040 or sooner.

= Enable UKRI to play a positive and leading role in the national and global
transition to a sustainable economy.

Gathering evidence

Twio broad subject areas:
« machines and workflows the hardware and software infrasiructure
that sitz at the centre of the digital research infrastructure
o people and process the expert staff, the systems and institutions that
frame their work, and the scientific user community defivering the UKRI
programme of research and innovation.
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These projects have produced over 100 detailed recommendations

Vision for 2040

A vision for UKRI DRI in 2040

+ Facilities have a five-star sustainability status, with everything from the
tea bags in the staff canteens to the racks of servers in the data centres
covered by a comprehensive life-cycle analysis.

Virtual and augmented realities transform owr interactions with data
and with each other, reshaping our notions of space and time and
shattering existing barriers to understanding.

Experts provide a resource of digital excellence supporting a
transformed national economy.

The UK DRI reputation for environmental excellence and its leading role
in promating productivity throwgh Open Science policies and warkflows
attracts keading researchers from all over the world.

5

= £1.B6 million project funded by United Kingdom
Research and Innovation (UKRI), a non-departmental
public body sponsored by the UK government
Department for Science, Innovation and Technology

= Administered by the Matwral Environment Research
Council (NERC)

+ Based within the Centre for Environmental Data
Analysis (CEDA) and the National Centre for
Atmaospheric Science (NCAS)

» Project partners (~40 researchers) from 20 different
institutions

+ The 19 month project is due to finish in June 2023

Project scope

!

Digital research infrastruciure {DRI) ranges from high
performance computers (HPCs) to university server
rooms and everything in between.

The project scope covers UKRI owned and majority
funded DRI, and the impacts associated with DRI
research outputs and procurement.

Strategic recommendations

Six thematic recommendation areas:

Wagon Fous

Shanea Resporeibity Acin Based Arssars

Twao key recommended actions:

Firstly 8 Met Zero DRI Delivery Service to provide
support to decision makers, establish and disseminate
best practice as it applies to the UKRI DRI, maintain
community cohesion through meetings and
communication activities, and maintain a map of the
UKRI DRI and its carbon footprint.

Secondly a portfolio of projects which allow the

community to develop and deploy Met Zero solutions,
inchuding the creation of a national resource of green

software engineers.

Hatural
Environmant

Centra for Envir M

Contact: support@ceda.ac.uk
Website: net-zero-dri.ceda.ac.uk
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* Fengyun meteorological satellite global observation and applications
* Di Xian



Making IPCC Data FAIR

The reality of implementing FAIR principlesin the IPCC context to support open science and provide a

citable platform to acknowledge the work of authors.

Find out how the catalogue

record is FAIR!

Molly MacRae, Emily Anderson, Diego Cammarano, Charlotte Pascoe, Anna Pirani, Lina Sitz, Martina Stockhause

Come and find out about our: Data Publication Ecosystem,
Workflow of Data, FAIR implementation, Decision Making
Trees and Recommendations for AR7

Climate Change 2021
The Physical Science Basis

- Figure 6.20
e
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Figure 6.20
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Citation data from CMIP6: The IPCC
data access page links to input and
intermediate data archived at DKRZ and
a CMIPS6 citation list can be found in
IPCC Annex Il. Data collections at DKRZ
link to the relevant report chapters,
Zenodo and CEDA catalogue records

Code archived on Zenodo
supplementary code used to generate
figures is archived on Zenodo

E Dataset

E"\

I DC C Chapter 6 of the Working Group |
Contribution to the IPCC Sixth Assessment
Report data for Figure 6.20 (v20220928)

_‘- Download

E See Related Documents

Update Frequency: Not Planned
Status: Ongoing
Online Status: ONLINE
Publication State: Citable
Publication Date: 2023-02-14
DOI Publication Date: 2023-03-22
Download Stats: 12 t

Abstract

Data provided in relation to figure

All the data files provided are used to create the time series plots for each region. The numbers in each panel
for each region are obtained from 'Surf_O3_data_05_14_mean_for_IPCC_figure_V1_Smods.csv’, with the time
series line for each scenario from ‘Surf_O3_data_fut_mean_for_IPCC figure_V1_Smods.csv’ and the shading
obtained by using the values in "Surf_03_SD_data_fut_mean_for_IPCC figure_V1_Smods.csv.

CMIP6 is the sixth phase of the Coupled Model Intercomparison Project.
SSP stands for Shared Socioeconomic Pathway.
ppb stands for parts per billion.

Citable as: Turnock. S.; Szopa, S.; Naik. V. (2023): Chapter 6 of the Working Group | Contribution to the IPCC  ~
Sixth Assessment Report - data for Figure 6.20 (v20220928). NERC EDS Centre for Environmental Data
Analysis, 22 March 2023. doi:10.5285/022d449b91eb453eb56228¢17fdce725.

httnelidv Ani ara/10 SIQ8INDIAAAChO1 ahASWhEAD I TédraTIT

Abbreviation: Not defined

Keywords: IPCC-DDC, IPCC, AR6, WG1, WG, Sixth Assessment Report, Working Group 1, Physical Science
Basis, Air quality, Climate, Ozone, CMIP6, Models

Related

Records
£ Datasets (1) >
18 Collections (1) >
& Projects (1) >

Coverage

Temporal Range

Start time: mon.
End time: 2100-12-31T12:00:00

Geographic Extent

Related parties

Authors (3)

B Steven Turnock




Getting Out The Data - Fighting The Latency Dragon

The Problem
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PRESERVING AN ENDANGERED SOCIETY

THE CASE OF MALDIVES

Maldives has the lowest terrain of any country in the world
making it very vulnerable to sea-level rise. Much of it is likely be
uninhabitable by 2050.

The population would have move, for example, to artificial
floating platforms or elevated land purchased in other countries.

Governmental, legal, societal, commercial and personal information,
currently in many organizations, which is the lifeblood of Maldives
society, must be preserved for use in the new location.

Survey to find requirements
for preservation system

Need massively scalable OAIS
and ISO 18383 conformant

archive system

Must justify resources needed
for archive by adding value by
enabling re-use and combining

Must also engender culture
changes throughout to capture
information needed
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Interoperability Actors

h .-

ciated interfaces

Developing an OAIS based Interoperability Framework

D. Giarettat, M. Kearney?, |. Garrett?, and 5. Mughes*, Terry Lang: A Svanett#, Robert R
Members of CCSDS Data Archive Interoperability Working Group https: ns/default aspxtt M
*PTAB Ltd, and Giaretta Associates Ltd, mu&womcm
sp by Google, ville AL USA,
iGarrett Columbia, MD, USA, ga is.com
* Jet Propulsion L y, Califarni of T logy, Pasadena CA USA, J.Steven Mughes@jplnasa.gov

€c=c==
F.?EE 7 Independent consultant, New York, USA; & Europe, 8 com, b f/purl.org/! ontology




Collecting data

Digital general environmental impacts

Production
é QQ ﬂ Four environmental indicators’
» O
Use & @
. * Depletion of abiotic Water consumption
‘
- -
= E
> © o
sposal

Di
Y Global Warming Potential Primary Energy use
Q

Research data’s environmental issues

Processing and

: p :
analysing data reserving data

Collection  instruments  (sensors, optimize

scanners...) o energy contumpan. E.E.E
HERy,
Al 5B

Huge amounts of data that affect its Code decay for which one of the

processing and storage reasons is the change of hardware

Main objectives

Arch'Eco Project
* Prospect for good practices in data and records -mmq practices and mapping of processes and
E tasks apphed to the acquisition and processing of data
« Characterize ecological ssues in data and records e and archives
acquisiton and processing E « review of systematic lterature and case studes to
* Identify and quantfy the environmental impacts of a identify good practices (methods, tools, metrics) in
data processing via the ie cycle of data and archives -§ data and records
* Define the and technical ofa = * dovelopment of a conceptual model with an overview of
wuwwwm 2 archival functions, tasks and tools
Recommend resources 1o betler support ecological & mappng of metrics, stakeholder consultation sessions 1o

mbmm collect academic and professional




* Data standardization and integration for maintenance of Critical
Infrastructure

* Adithya Thaduri



* TFCat (Time-Frequency Catalogue): JSON Implementation and Python
library

* Baptiste Cecconi



* Design and Implementation of FENGYUN Meteorological Satellite
Archive Data Migration Mission

e Zhe Xu



CryoSat Ice Baseline-E: Operational & IDEAS-QAYE®
Reprocessed Data Quality Control - TELESPAZIO

L Tocnen, M. Willlams™, E. Tumes®, A Di Bella™ N 3 LFOWARDD and THALES company

fasmrare L L0 e doanad Bag Tarsraises sares oo W eiAed o iAo RRRT L

CryuSat Mission

Launched in 2010

«  ESA's dedicated ice mission

«  SAR Interferometric Radar Altimeter (SIRAL can measure high-resolution
geophysical parameters over all ocean and ice environments

What do we do?
* Operational Data Quality Control
We add value by:

* Informing users about the quality and completeness of the data.
« Investigating unexpected data gaps. failures or missing input files to
maintain data quality and availabity of operational data.

 Reprocessed Data Quality Control
We add value by:
«  Supporting the selection of requirements for new processor evolution.
« Testing and verification of the new processors.
« Investigation of anomalies and failures.
+ Detailed documenting of guidelines to transfer knowledge for upcoming

‘E. processor evolutions.

Frai2d: Addiegd vakss (i0) and presardng Soendnc & Techinical date 2% - 49 May 2023, poetar 103178
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Petabyte scale, OAIS/ISO 16363 conformant archive

David Giaretta !, Antonio Guillermo Martinez Largo %, Maria Fuertes 3, Teo Redondo 4

PetaByte Scale
LABDRIVE has been tested to receive +610 million files and 15PB in a month (500TB/day data rate),
scaling itself to more than 6500 Kubernetes pods to process the workload.
Core Capabilities: Scalability:

Data Containers: Types of storage:
_ .‘ Het Warm Cakd
n—— h:!rd‘ b 'm

— = ¢ . 5 e

OAIS Preservation Operations - supported by LABDRIVE

Data Object may be:

1. Kept by archive, unchanged

2. Kept by archive but may be changed

3. Not kept by archive - handed over s

Case 1 - Archive adds Representation Information
Case 2 — Transform the Data Object DA informatk
Case 3 ~ Create and hand over complete AlPs

n Network

ARCHIVER Project Framework

LIBNOVA CONSORTIUM (ARCHIVER Project’ winner): ARCHIVER PROJECT:

LABDRIVE PLATFORM is a Research Data Management and Archiving and Data Preservation services for
Preservation platform resulting of a joint effort and intense R&D. Research Environments for PB-scale datasets
With it, Researchers can do more while Organizations reduce risks using commercial cloud services via the EOSC.

and costs. https://archiver-project.eu/

3 [ R aws
libnava Areies

R unenon: FCSIC vty W9 bidaidea

g | 2 UBNOVA, Spain, a.guilles

Formeriy at UBNOVA now at Bldaldea Spain, teofilo.re




e Data structure and long-term preservation of sequential images from
optical microscopy

e Jordi Andilla
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eSa IDEAS-QAYHE®O

Two Decades of ATSR data from three instruments!! | ............................................................

TS ALOS Third Party Mission = AVNIR-2 and PRISM
1 : - .
‘i“‘ )| ESAHeritage Mission | Level 0— 1C reprocessing

| Level 0 — Level 1B reprocessing | - Enhanced datasets lead to improved
m - cartographic and vegetation mapping!
Level 1B ATSR dataset improvements feed into
R Tommeeand | Level 2 datasets in: Sea-surface temperature, Can be used synergistically with other
Facilities Councll | | 5nd-surface temperature, Aerosol, Cloud and ESA/Copernicus data, Sentinel-2, Landsat
RAL Space many more!
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“Adding Value to ESA Heritage and Third-Party Mission Archived Datasets via Reprocessing: ATSR and ALOS”

Fay Done, Pauline Cocevar, Michael Williams, Sabrina Pinori, Philippe Goryl and Roberto Biasutti



QADEPs (2012-2013)

Quality of Public Electronic Data and Documents aims to
identify and measure the qualities of digital archives in Aokl
order to better systematize their assessment. Systematization

b4

Infonomics (2013-2016)

Infonomics sought to appraise and value Information Assets (IA)
with a multidisciplinary approach, based on three dimensions:
data values, costs and risks. Infonomics sought to appraise and
value Information Assets (IA) with a multidisciplinary approach,
based on three dimensions: data values, costs and risks.

Appraisal
Automation

Archiselect (2017-2018)
Archiselect aims to provide an aid for the process of macro- and
;demmmmm

Outouts

P?,E




Foster 1738
@ ) Focusing on Scalable Citations to Improve Data Usability & FAIRness

Ehﬂ”EﬁgES in data citation: | Reliquary |dentification and Reference I ﬂhJEEt Collections:

« Citing many datasets across 1 | DOI -+ |nformation on citing the collection
repositories | I« Information on contained citable

« (Citing subsets of a larger dataset i Religuary Content — Credit for input data objects

How to gather all references? | approaches

i +  Engage with stakeholders of the
[ credit system (crossref, DataCite)
* |nvolve researchers

» Tracing results back to their ongins 1 L Optional information on relations,
| POl ‘ PID . persons, provenance, project, etc.
1 I
! Reliquary Content - Object Infarmation | Next StEFIE:

How to include in reference lists? | [
* | Handle I * G'E.'t.her u.EE.BaEEE .
I ‘ D - = Utilize existing PID collection
I

Related ldentifier - References and
| Information required for reproducibility

How to include in credit systems?

EHEE ge: Join our RDA Complex Citation WG: Tell us about your use cases:

il =" DkRZ m Agarwal, Stockhause, Wyburn, and Stall P\V2023 (@ER0



Exporting
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Mathvation Usage
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Suggested Use
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