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This Talk

■ The O&C area: structure, assets and 

activities

■ Being a CMS Tier-2

■ Challenges ahead: plans to tackle 

successfully the HL-LHC Challenge

CMS-PHO-EVENTS-2022-031 © CERN

https://cds.cern.ch/record/2815125
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Introduction
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Offline Software and Computing

In other words, with software and computing, we enable the physics program of CMS.

Many interesting activities at the bleeding edge of software and hardware technologies stem from this simple formulation.

We deliver the datasets to enable the CMS Physics Programme and 
the software to produce, process, and analyse them



<Title>

5J. Letts, D. Piparo, CBG Tier-2 Meeting @ CERN, September 18, 2022

Our Groups

A very broad set of 
expertise

We are on Mattermost, and CMSTalk

Our weekly meetings here
Join us for our O&C Week: 18-21 October !!

https://mattermost.web.cern.ch/cms-o-and-c
https://cms-talk.web.cern.ch/c/offcomp/11
https://indico.cern.ch/category/1366/
https://indico.cern.ch/event/1126680/


<Title>

6J. Letts, D. Piparo, CBG Tier-2 Meeting @ CERN, September 18, 2022

Management by Institute
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Our Software

● A crucial asset, built during many years, condensing invaluable 

expertise

○ 1,100+ commits/month, 100+ committers/month

● 48% of it is C++, 29% Python (configuration but also HLT menus)

○ All this not including external 3rd party packages

○ All algorithms and Framework written in C++ and CUDA!

● Multithreaded: 4/8 core jobs

● Same codebase for High Level Trigger (HLT) and offline

○ Big advantage for CMS

● The CMS Software is on GitHub since 2012

○ Open source from the start
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Detector Specific, but Incorporating 3rd Party Libraries

● Two broad categories of software components
○ Detector specific algorithms
○ External: all packages not owned by us, MC generators, compilers, ML libraries!
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Our Innovations: Some Highlights



<Title>

10J. Letts, D. Piparo, CBG Tier-2 Meeting @ CERN, September 18, 2022

The Worldwide LHC Computing Grid

The growth of CMS in the 
Baltic region is an asset
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HEP Data Processing, in a Nutshell

D
ata
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Our Computation

Number of cores used by 
CMS

Tier-2’s + 
CERN

Tier-1’s 

Opportunistic, clouds and HPCs 

# Cores at HPCs since 2020
HPCs: there to stay in our infrastructure, 
learning how to use them well!
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Our Data

Tape

300 PB

Disk

RAW p-p Detector Data Sample:
58 PB at CERN, 44 PB at Tier-1’s
Expect ~11 PB/year in Run 3 total
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Being a CMS Tier-2



<Title>

15J. Letts, D. Piparo, CBG Tier-2 Meeting @ CERN, September 18, 2022

T2_EE_Estonia: CPU and Disk

■ Highly reliable and powerful farm, since years

Running Cores

2 PB of Pledge Disk Storage
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The Grid, Early 2000’s
What does CMS need on a site plugged in the distributed infrastructure?

Not a unique answer; there is the historical one (MONARC):

■ “You will install all the sites with the OP system we say”
■ “You will give us WNs with 2 GB/core and 100 GB scratch disk, connected at 1 

GBit/s”
■ “You will have a managed disk with SRM protocol”
■ “You will provide an experiment SW area”
■ “You will have a Computing Element with this service release”
■ “You will have X TB per Y CPUs”
■ Et cetera: very standardised installation on Bare metal

We are past that. Today, CMS is much more flexible:

■ “Give us the way to start a singularity container, and we will start our software”
■ “Give us a remote network connections, and we will use it for sw and data”
■ “If you have local storage, fine; otherwise a good network still works ”

https://monarc.web.cern.ch/MONARC/
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How can CMS be so Flexible?

The IT and sw technologies evolved around us during 2 decades. We made of flexibility a priority 
of our computing model, and:

■ Because we have:
● Reduced data formats, MT reducing memory, faster sw with a small footprint
● Remote read capabilities like Xrootd, CVMFS, Squids
● Virtualization and containerization offering new capabilities

■ Because we need:
● Some resources we need are not even “standard” for our “standard”: we start being able to 

exploit GPUs, high memory machines, fast SSDs for analyses
● We cannot say “no thanks” to any remotely reasonable resource - we need to expand our 

resource base
● It is anticipated that some Funding Agencies will want to unify HPC / GRID(“HTC”) 

infrastructures: we will need to adapt to new site configurations 



<Title>

18J. Letts, D. Piparo, CBG Tier-2 Meeting @ CERN, September 18, 2022

Just Technical Work?

No. Plugged in the CMS and CERN scientific community, with many opportunities:

■ Education, exchange of students/best practices, train personnel, collaboration with industry
■ Publish, for example:

● ACAT
● CHEP
● ICHEP
● CCGRID
● EuroPar
● ICCP
● IEEE Cluster
● ACM HPDC
● Supercomputing
● Journal of Parallel and Distributed Computing IF 4.5
● Computer Physics Communication IF 4.7
● Computing and Software for Big Science
● Journal of Computational Science
● Concurrency and Computation
● Journal of Grid Computing
● Distributed Computing
● The Journal of Supercomputing
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Images from:
● https://www.jlab.org/conference/CHEP2023
● https://www.sciencedirect.com/journal/journal-of-parallel-and-distributed-computing

https://indico.cern.ch/event/1106990/
https://www.jlab.org/conference/CHEP2023
https://www.ichep2022.it/
https://fcrlab.unime.it/ccgrid22/
https://2022.euro-par.org/
https://icpp22.gitlabpages.inria.fr/
https://clustercomp.org/2022/
http://www.hpdc.org/2022/
https://sc22.supercomputing.org/
https://www.sciencedirect.com/journal/journal-of-parallel-and-distributed-computing
https://www.sciencedirect.com/journal/computer-physics-communications
https://www.springer.com/journal/41781
https://www.sciencedirect.com/journal/journal-of-computational-science
https://onlinelibrary.wiley.com/journal/15320634
http://v
https://www.springer.com/journal/446
https://www.springer.com/journal/11227
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Challenges Ahead

(Highlights from the O&C pre-CDR 
document: CMS-NOTE-2022-008)

https://cds.cern.ch/images/CERN-PHOTO-202103-040-36
https://cds.cern.ch/search?ln=en&p=CMS-NOTE-2022-008
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Timeline & Technical Challenges

The HL-LHC challenge: more complex events 
(140-200 PU vs 35 PU during Run 2) delivered to an 
ambitiously upgraded detector and recorded at a 
much higher rate (7.5 vs ~1.5 kHz)

Latest schedule sees PU=200 only in Run 5, but we 
consider PU=200 to be the ultimate challenge.

These are the external conditions, what handles 
do we have to react?

We can affect:

■ Data format sizes (and their placement)
■ Data processing and simulation time
■ How often and where we execute workflows

Unless otherwise stated, the results in our documentation refer to PU=200.

The rest of this presentation will summarize the technical response to this challenge, 
taking the trigger rates as given from the recent DAQ/HLT TDR,  

F. Gianotti, January 2022

https://indico.cern.ch/event/1106493/contributions/4655056/attachments/2372828/4052648/Fabiola-Jan-2022.pdf
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Framework for R&D
Software and computing-related R&D is tracked and coordinated centrally. Comprehensive R&D 
tables, which are updated regularly, summarize: 

■ Whether an R&D activity either reduces resource requirements or mitigates substantial risks, 
such as ability to use GPUs or HPCs (the benefit)

■ Effort needed (the cost)
■ Risks, dependencies, milestones, and decision points

Such R&D lines are generally carried out and managed in the wider collaboration.

In rare cases where a decision point excludes one or another project, we strive to make the decision 
transparently and by consensus. 

Prioritization of R&D lines (if needed) is based on time to completion (e.g. benefits already in Run 3) 
and a cost-benefit analysis, weighted by the probability of success. 

Three levels of confidence are used to build the Weighted-Probable Scenario, i.e. the most probable 
outcome of our R&D program.

Not the final say: 

■ New initiatives may be started in the future
■ Existing or planned R&D lines may (further) quantify their benefits

Underpinning CMS’ strategy for HL-LHC software & computing

Probability of Success:
High = 100%

Medium = 50%
Low = 20%
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Utilization of 
Accelerators 

and HPCs

Efficiently using all of the 
computing resources available 

to the experiment includes 
being able to take advantage of 
accelerators (e.g. GPUs), HPCs, 

as well as non-x86 
architectures (increasingly 

important at HPCs).
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Usage of Accelerators (e.g. GPUs)

CMS has a solid plan to leverage GPUs both in the software 
framework (CMSSW) and the distributed infrastructure.

GPU algorithms used already at the HLT in Run 3!

Many Machine Learning R&D efforts (ex: MLPF, top right)

Making our computing model more flexible!

R&D efforts characterized by their impact (critical, important, 
or optional) or the potential percentage offload.

■ More resilient to shifts in costs per unit of compute
■ Allocations at HPCs may require use of GPUs

Eur. Phys. J. C (2021) 81: 381

ML-based 
Particle flow 

on GPUs

https://arxiv.org/abs/2101.08578
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Performance Portability

■ Performance portability library: one code base → binaries for N architectures

● E.g. for CPU, AMD-NVidia GPUs and/or other accelerators

■ Alpaka: CMS’s performance portability solution for Run 3 

● Good programming interfaces, performance loss wrt native CUDA below 5% 

● Investigation for HL-LHC continues: other promising options already available today

■ Alpaka integrated in CMSSW 12_X (current release cycle). Next steps:

● 26-30 September - Patatrack Hackaton about performance portability in person at CERN Idea Square. 
Reconnect with the community after the Pandemic

● Q4 `22 - Current offloading framework ported to Alpaka

● H1 `23 - Existing CUDA algorithms in Alpaka (HCAL, ECAL, Pixel Tracking)

● H1 `23 - Partial offload of offline tracking + full primary vertexing on GPU

● H1 `23 - HGCal reconstruction in Alpaka (from C++, no CUDA implementation)

■ More flexibility to be ready to run on GPUs if available to us

A solid plan ahead, 
based on informed 
technical decisions

Documentation at 
http://alpaka-group.github.io/
alpaka/

http://alpaka-group.github.io/alpaka/index.html
https://indico.cern.ch/event/1147719/
https://ideasquare.cern/
http://alpaka-group.github.io/alpaka/
http://alpaka-group.github.io/alpaka/
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Integration of HPCs

HPCs are already part of the scientific computing infrastructure and will be in the future, nationally and 
internationally.

■ Integration challenges: “Seamless” integration in existing WLCG sites has the least operational cost.
■ Capacity has tripled year-over-year since 2019: Now ~10% of our total compute capacity (including 

opportunistic)
■ Non-x86 architectures at HPCs:

● CMSSW already built regularly on ARM and POWER9 archs. since several years.
● Results of physics validation on POWER9 at the Marconi100 machine to be announced this week 

(INFN-CINECA)
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Minimizing
Resource

Requirements
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Minimizing Resource Requirements

Storage and compute resource requirements are ultimately driven by:

■ Size of our data formats and their volume(s)
■ Speeds of our data processing steps and how often we run them

Also drives network needs...

Event Generation

Simulation

Digitization (PU)

Reconstruction

Analysis

RAW
AOD

Mini
AOD
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Minimizing Resource Requirements: Storage

There are several R&D lines which can reduce our requirements for tape and disk storage.

■ RAW’ - partial processing of RAW data (tracker strips)
● Already will be used in Run 3 for Heavy Ions
● Potential 15% reduction in RAW data size, if passes physics validation for proton-proton

■ ROOT’s RNTuple - new, efficient columnar storage for HEP
● Works well for AOD, MiniAOD, NanoAOD - datasets with many columns containing collections

○ Integrated in CMSSW: we can write Nano in RNTuple format.
○ More work needed to expand scope of the integration
○ Potential 20% reduction in  AOD, MiniAOD, NanoAOD event sizes

● Not effective with RAW-events = blobs of binary output

■ Greater adoption of NanoAOD for analysis - smallest data format in CMS (4kB @ PU=200)
● Goal that 50% of physics analyses adopt by end of Run 3 (currently 30%)
● Allows us to keep less of the larger data formats on disk for analysis
● Not so much an R&D activity, as a strategy to do analysis in the ab-1 era
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Reconstruction: biggest CPU consumer in our processing chain, today and for HL-LHC.

Fortunately, there are many handles to reduce reconstruction time:

■ Continuous optimization (see plot): refine algorithms, adapt thresholds, deploy new 
compiler versions and core libraries (e.g. memory allocators, math routines), vectorize: 
Expect 10% y/y improvement until Run 4 start, based on our experience.
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CMSSW Reconstruction step @ 200 PU

Minimizing Resource Requirements: CPU for Reconstruction

■ Tracking displacement and pT cuts 
optimization: 30% improvement

■ mkFit (vectorized and parallelized 
combinatorial Kalman filter based track 
trajectory building) 10% improvement, 
already in Run 3

■ TICL-based HGCAL reconstruction 
(iterative clustering)

6

7

8

9

10

11

12

2x faster in 
two years!
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Minimizing Resource Requirements: CPU for Simulation
Two simulation approaches in CMS currently:

1. High-fidelity Geant4-based plus standard reconstruction
● Approach used for the vast majority of the simulated events

2. Fast Monte Carlo Chain (in jargon “FastSim”): no G4, simplified geometry, fast simulation and 
reconstruction

● 10x faster, accurate to within 10%, used mostly for parameter scans, e.g.
● Plan to use Fast MC chain for a limited amount of events in Run 4/5 (see next slides)

Activities which aim to reduce CPU needs for G4-Based simulation:

■ Geant4 incremental code performance improvement (external to CMS): 10% y/y, based on past 
history.

■ Internal CMS improvements: 30% total reduction
● Optimize geometry navigation
● Adequate physics list for Phase-2
● GFlash parameterizations in calorimeters per particle type for low-energy ranges

Total combined expected CPU time improvement for G4-based simulation 50% by Run 4 start
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Minimizing Resource Requirements: CPU for Generators

The runtime performance of (N)NLO event generators needed for HL-LHC drives the CPU resource requirements 
for this step of the processing

Challenges:

■ Architecture of standalone generator code
● Improvements would reduce the cost of integration in the experiment’s software stack

■ Thread-friendliness
● Needed to improve throughput and to reduce risk of encapsulating thread-unsafe code, as CMS 

increases the thread count per job in Run 4
■ Code runtime performance and memory footprint
■ Negative weights

● Affects some approaches to NLO generators
● A negatively-weighted event needs to be compensated by positively-weighted event(s)
● Direct implication for both CPU and storage needs - Baseline scenario: Factor of 1.4x events for the 

same statistical power.
● Generator community seems optimistic that this will be solved by the time of HL-LHC

○ A source of uncertainty for HEP but many recent breakthroughs
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Summary of CPU and Storage Reductions

N.B. In the combinations, the (independent) reductions are 
multiplied and not summed.

Probability of Success:
High = 100%

Medium = 50%
Low = 20%
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CMS Computing Model:
Resource Need 

Projections



<Title>

34J. Letts, D. Piparo, CBG Tier-2 Meeting @ CERN, September 18, 2022

Inputs to the CMS Computing Model

Common and CMS-specific inputs

LHC Run 4 and Run 5 parameters in input 
from the LHC Programme Coordination:

Yearly capacity evolution under flat budget 
scenario, starting from 2018 pledges: 

CMS-specific parameters, also consistent 
with the DAQ & HLT TDR:

Formula for the required number of simulation events from experience of previous LHC runs: 
9+N×0.2×L, where L is the recorded integrated luminosity in fb-1, and N=1.4 is a factor to take into 
account the effect of negative weights in event generation.

https://lpc.web.cern.ch/
https://cds.cern.ch/record/2759072?ln=en


<Title>

35J. Letts, D. Piparo, CBG Tier-2 Meeting @ CERN, September 18, 2022

CMS R&D Scenarios

■ Projected resources needs are formulated for two 
scenarios:

● Baseline: Consider the computing model of 
today, no improvements from R&D 
incorporated, except that 50% of physics 
analyses use NanoAOD (today 30%). 

● Weighted-Probable: Incorporate into the 
computing model the improvements 
presented, weighted by their probability of 
success. 

■ No consideration of improvement coming from 
GPUs incorporated in either scenario

■ Partial prompt reconstruction is not considered 
in either scenario.

■ Negative Weights problem assumed to be 
solved in the Weighted-Probable scenario only
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Resource Need Projections for HL-LHC: CPU

Weighted-probable scenario compatible with flat-budget capacity evolution.
Motivated, curious physicists/developers wanted!

Main drivers: time-per-event of CMS processing steps, in particular reconstruction

■ Tracking the largest consumer 
■ Minimum track pT still to tune
■ No consideration of GPUs
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Resource Need Projections for HL-LHC: Disk

Monte Carlo samples are the top consumer of disk space.

N.B. Ratio of CPU/Disk is projected to be approximately the same in Run 4 as now: ~12 kHS06/PB

Baseline & Weighted-Probable Scenarios compatible with flat-budget capacity evolution.
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Resource Need Projections for HL-LHC: Tape

Baseline & Weighted-Probable Scenarios close to flat-budget capacity, but not quite there

Tape requirements are driven by the RAW event size and data volume.

■ Critical to continue investigating the RAW event size, currently a conservative estimate to 
dimension the DAQ infrastructure.

■ Further reductions probable!
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Uncertainties, Risks, and Future R&D

Many sources of uncertainty in making accurate predictions into the coming decade: 

■ Flat-budget capacity evolution: historical long-term trend is 15% year-over-year improvement - can 
be a threat or an opportunity. 

● Flexibility of using accelerators, HPCs mitigates this risk, for example
■ LS3 / Run 4 schedule delays - one-sided opportunity for computing
■ LHC outperforms and achieves full design luminosity earlier than foreseen

● Risk mitigated by targeting R&D lines to handle PU=200 already in Run 4.
■ Future availability of inexpensive tape as a medium for “cold” and archival storage

● Common risk to all experiments and labs hosting tape libraries (especially CERN).

As mentioned earlier, there are still handles for further improvement outside of the R&D list in the 
documentation, e.g.:

■ Adoption of NanoAOD flavors outside analysis, e.g. calibrations or generator studies (NanoAODGen)
■ Fully exploiting ML, e.g. ML-driven creation of MC Nano datasets starting from NanoAODGen
■ RAW event size reduction
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Conclusions
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Conclusions and Summary

■ We welcome Latvia in the family of CMS Tier-2 sites!

● Expanding our presence in the Baltic region is an asset

■ Many opportunities for collaboration, besides provision of resources. E.g.:

●  HPCs integration, detector sw for heterogeneous architectures, core sw, ML, 

innovative storage solutions, network management

● Visibility on journals and at conferences

■ Solid R&D plan ahead to face the HL-LHC challenge

● Uncertainty on the level of resources that will be available

● Need for motivated and creative physicists/developers/integrators


