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Outline
•Introduction


•Highlights of “Homogenous” simulation from Bologna


•  performances

‣ Figures of merit: Efficiency vs. Significance  ( )

FTDR result

Results with variable time resolution

Results with Dalitz plot requirements 
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 Motivations to study B0 → π+π−π0

•Relevant mode to measure the  angle 
of the Unitarian Triangle

‣  Complementary to  analysis


•Opportunity to study the reconstruction of 
both merged and resolved 

‣ Large increase of comb. bkg. expected  

in U2 for resolved 

‣ Large benefit expected from timing 


•Documentation

‣ LHCb-2003-91: performance of  and  reconstruction 

with simulated 

‣CERN-THESIS-2013-051:  

preliminary study on 2010 data

α

B → ππ, ρρ

π0

π0

γ π0

B0 → π+π−π0



14th December 2022B0 → π+π−π0 report

Pile-up variation 
in Run5

4

Origin-vertex simulation 

1. Pythia is used to generate  
the primary  interactions

‣ The time spread of the PV is included


2. The particle flux at ECAL surface  
is given by Gauss 

‣Geant4 is used to propagate particles inside LHCb

‣All tracked particles are organised  

depending on their PV


3. Luminosity decay

‣ “nPVs” is randomly chosen, depending on the 

luminosity degradation expected in Run5 conditions


4. PV bootstrap

‣ Events are built merging:


-  signal PV

-  not-signal PVs, randomly extracted


from a the previously generated PV dataset

pp

1
nPVs − 1

Figure 5.7: Position in the x � z plane of the origin vertex of of all the particles hitting the
ECAL surface from few hundreds of simulated p-p collision events. The spatial coordinates are
expressed in mm.

Table 5.3: Number of generated events for each simulated sample.

Mode Generated Events

Minimum Bias 2.2 ⇥ 106

B0 ! ⇡+⇡�⇡0 8.0 ⇥ 104

B0 ! K⇤0e+e� 4.0 ⇥ 104

B0 ! K⇤0⇡+⇡� 4.0 ⇥ 104

Run 5 the levelling of the instantaneous luminosity will be possible only for a limited time
along the duration of the LHC fill. In Figure 5.8, taken from Refs. [174,175], the di↵erent
scenarios are shown, in terms of instantaneous luminosity along the fill duration and
expected integrated luminosity per year. In this work the beam conditions maximising the
total integrated luminosity of Run 5 will be investigated. Such a condition consists of a
peak luminosity of 1.5 ⇥ 1034 cm�2 s�1 that will be maintained constant for about 2 hours.
After the 2 hours the instantaneous luminosity will drop according to an exponential
function with half life of 4 hours. The total fill duration will be 10 hours long. Assuming
the normal duty cycle of the LHC (corresponding to 107 s per year with an e�ciency of
50%), LHCb expects to collect slightly less than 50 fb�1 of integrated luminosity each
year.

Given the evolution of the luminosity over the fill duration, the mean number of p-p
collisions present in one event (⌫) will vary as well, according to the equation

⌫ =
L �mb

f N
, (5.4)

where L is the instantaneous luminosity, �mb is the total cross-section, f is the revolution
frequency of the bunches inside the LHC, and N is the total number of bunches inside the
LHC. According to the parameters reported in Table 5.2, a luminosity of 1.5⇥1034 cm�2 s�1
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Figure 5.9: Distribution of the number pf PVs (left) as a function of the elapsed time after the
start of an LHC fill and (right) integrated over the entire duration of an LHC fill.

of all the components of the ECAL, as described in Section 5.1, would be very CPU
consuming, in particular when all the geometrical details of the modules are considered.
A less detailed, but much faster and more flexible simulation is developed.

The first simplification consists in substituting the detailed geometry of the SpaCal
and Shashlik cells with homogeneous materials. The compositions of these materials are
computed starting from the main volumes and materials of the three technologies. In the
innermost region, the SpaCal cells are composed for 48% of their volume by tungsten
absorber, for 36% of their volume by crystal scintillating fibres and for 16% of their volume
by air filling the gaps between fibres and absorber. The same volume fractions apply to
the SpaCal cells located in the second innermost region, where lead is used as absorber
and polystyrene fibres are used as active material. Finally, for the Shashlik cells, the
lead absorber corresponds to about one third of the total volume of the cells, while the
polystyrene scintillating tiles occupy the rest of the volume. A summary of the “averaged”
materials, with their corresponding properties, is illustrated in Figure 5.10.

Once homogeneous materials are assumed for ECAL cells, the definition of surfaces,
dividing cells made of the same material, becomes redundant3. Hence, a second simplifica-
tion consists in merging the ECAL cells into homogeneous blocks, corresponding to the
regions defined in Figure 5.6, and split only along the z axis to separate the front and back
section of the calorimeter. After the simulation of the particle transport, the association
of energy deposits and ECAL cells can be done using their x and y coordinates. To check
the goodness of the simplifications, some key quantities are studied and compared to the
results of the detailed simulation of the SpaCal modules developed in Ref. [195]. Few of
these tests are illustrated in the Figures 5.11 and 5.12.

To reproduce the e↵ect on energy resolution due to the fraction of active material present
in the SpaCal and Shashlik technologies, the energy deposits simulated by the Geant4
toolkit are accepted or rejected according to a random number extracted uniformly
between 0 and 1. The threshold on the random number is tuned to obtain a sampling
term of about 10% in the energy resolution, as expected from the detailed simulation of

3When the Geant4 toolkit simulates the passage of a particle through a complex object, it keeps
information not only about the energy deposits but also about the crossings of the surfaces separating
the various parts which define the object. On the one hand, this is useful to know the time of the
passages from the front to the back section of the ECAL. On the other hand, when cells made of the same
material are considered, the details about the transports across their lateral surfaces are superfluous.
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ECAL simulation
•ECAL homogenisation


‣Homogeneous materials with average composition 
are simulated instead of the detailed geometry 
of the cells


•The shower development is simulated 
by Geant4

‣ The effects of the angle of incidence and 

time spread of the showers are considered


•Energy deposits are clustered depending on  
the cell granularities and saved on disc

‣ The longitudinal segmentation is considered

‣ Energy resolution simulated with a  

random rejection of the energy deposits


•Time of charged particles crossing the separation 
between front and back sections is saved

‣ The time measured by each cell is  

the average of these times + gaussian smearing

Figure 5.10: Mixture compositions of the homogeneous materials assumed to simulate the
apparatuses of the various ECAL technologies. Besides the mass fractions of the various
elements, the overall densities, radiation lengths (X0), and Moliére radii are reported.

both the technologies. The calibration of this sort of “sampling fraction” is performed
using four datasets of simulated photons, originating from the LHCb interaction point in
particle-gun configuration. All the datasets contain 1.5 ⇥ 103 photons, whose energy is
uniformly distributed within a corresponding energy range. The limits of such ranges are:
10 MeV, 1 GeV, 5 GeV, 10 GeV, and 100 GeV.

Figure 5.13 shows the sampled energy versus the total deposited energy for the various
regions of the ECAL. A fit with a straight line is performed, and the result is used to
convert the sampled energy into the “reconstructed” value of the energy used by the
reconstruction algorithms, when analysing simulated events. In Figure 5.14 the relative
energy resolution as a function of the reconstructed energy is shown, separately for the
di↵erent regions of the ECAL. This strategy is used to determine the reconstructed energy
for all the particles hitting the ECAL, hadrons included.

In the ECAL configuration presented in Section 5.1, the time information of particles
arriving to the ECAL is provided by a timing layer placed between the front and back
section of the ECAL. The signals of the timing layer are due to the detection of electrons
and positrons of the electromagnetic showers crossing the timing layer. Hence, the time
information for each cell of the ECAL is determined as the average of the times at which
the charged particles traverse the surface between the front and back section of the cells.
In this way, the intrinsic e↵ect on the time resolution due to the fluctuations in the
propagation of the electromagnetic shower is taken into account. The e↵ect is evidenced in
Figure 5.15, which reports the expected number of crossings for 5 GeV simulated electrons
as a function of the time elapsed from the first crossing due to the same shower. The
distribution has a very long tail, but the vast majority of the particles is contained within
few picoseconds. Besides this intrinsic e↵ect, the resolution of the apparatus performing
the time measurement has to be comprehended. To test how the performance of the ECAL
are a↵ected by this parameter, three time resolutions options, 15, 30, and 50 ps, are probed
in this thesis. This is done by adding to the time information a random number, generated
according to a Gaussian function with width equal to the corresponding resolution. This
simulation approach has the advantage that the average crossing time considers the finite
propagation velocity and the multiplicity of the showers. Therefore, the time measurement
is straightforwardly simulated also when di↵erent showers of the same event overlap
in the same ECAL cell. Further considerations concerning the timing are reported in
Section 5.3.6, where the information from the individual ECAL cells are combined with
the energy and direction of the reconstructed particles.
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           Studies for ECAL upgrade

Time measurement (new method)
• Try to overcome the “time average assumption” 

( ) and to consider the shower propagation time


• Thanks to the shower full simulation,  
the time of all charged particles,  
crossing the front-back separation surface,  
is known


•New assumption for the time measurement by a timing layer:  

tcell = ∑ tiEi/∑ Ei

tcell =
N

∑
i

( ti
N ) + δtcorr + δtres

26
sum over all the charged “crossing" particles

true time of the i-th charged “crossing" 

geometrical corrections 

and calibrations (following slides)

smearing  to introduce the resolution
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Figure 5.13: Sampled energy deposit (Eion) versus total energy deposit (Edep) for the various
regions of the LHCb ECAL in its baseline Upgrade II configuration. Di↵erent calibrations are
performed for the di↵erent regions and simulated technologies summarised in Table 5.1. . The
red straight line, used for the fit, is parametrised as Edep = q + mEion.
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Figure 5.14: Relative energy resolution as a function of deposited energy obtained applying
the calibrations of Figure 5.13 to sampled energy deposits. The red curve is the result of the
fit to points with the function �Edep

/Edep =
p

↵2/Edep + �2. The green curves show the same

function with the parameter fixed to target values: ↵ = 10%GeV0.5 and � = 1%.
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Flexible inclusion 
 of the  

resolution effects
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•Cluster reconstruction

1. Seeds: local maxima

2.  clusters

3. Energy redistribution


•Calibrations

A. Energy leakage

B. L-shape

C. S-shape

D. Time


•  reconstruction
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Figure 5.16: Distributions of (ERAW � ETRUE)/ETRUE (black) and (Ecalib � ETRUE)/ETRUE

(red) for the sample of calibration photons described in the text. Photons are separated by the
region where they hit the ECAL surface in Run 2 configuration: (left) Inner, (centre) Middle
and (right) Outer. The means of the histograms are also reported with corresponding colors.
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Figure 5.17: Distributions of (ERAW � ETRUE)/ETRUE (black) and (Ecalib � ETRUE)/ETRUE

(red) for the sample of calibration photons described in the text. Photons are separated by the
region where they hit the ECAL surface in the Upgrade II configuration. The means of the
histograms are also reported with corresponding colors.

of the “S”-calibration on di↵erent regions of the ECAL in the Run 2 conditions. It is
important to note that from the reconstructed position of the shower barycentre it is
possible to determine the coordinates where the particle generating the cluster hit the
ECAL surface, that are:

(xECAL, yECAL) = (xc, yc) ⇥ zECAL

zc

. (5.10)

5.3.2 Energy redistribution and event reconstruction

The reconstruction algorithms, presented until now, considered each clusters as if it is the
only one in an event. However, with the large number of particles produced in p-p collision
events, in particular at higher instantaneous luminosities, it may happen that some cells
belong to more than one cluster. Given the definitions of seeds and clusters in Section 5.3.1,

218

6

ECAL reconstruction

           Studies for ECAL upgrade

Efficiency and purity
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Figure 5.20: The plot on the left shows the comparison between the raw coordinates of the cluster
barycentres (xRAW, yRAW) and the coordinates of the shower barycentres (xc, yc) ⌘ (xtrue, ytrue),
relatively to the coordinates of the seed cells (xseed, yseed), for the photons of the calibration
sample described in the text hitting the ECAL in the Outer region of its Run 2 configuration.
The blue point refers to cases with x < 0 while the red point stand for cases with x > 0. The
black curve is the result of the fit to the all point with the function employed in Ref. [196]. The
plot on the right report the profiles of the distribution just cited. Such profiles are used to
perform the “S”-calibration within this simulation.

Figure 5.21: S-calibrations results for the x variable, for inner region (left), middle (center),
outer (right), regions of the ECAL Run 2 configuration. The plots on the top are analogous to
the one in Figure 5.20-left, but here the S-calibration is applied (xraw ! xrec). The plots on
the bottom show the distributions of di↵erence between the reconstructed (xrec) and the true
positions (xtrue) of the showers. The values of the mean (µ) and root mean squared (RES) of
the distributions are also reported. The blue (red) color refers to clusters with x < 0 (x > 0),
the black color considers all the clusters.

applied. The procedure is repeated using each time the new coordinates of the cluster
barycentres to distribute the energy of the shared cells among clusters. The iterative
procedure ends when the coordinates of the cluster barycentres converge, that is found to
happen within 5 iterations. Once the convergence of the barycentre positions is reached,
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Figure 5.22: Examples of situations where clusters overlap in certain cells. On the left: two
clusters with primary seeds (1 and 2) share two cells. On the right: two clusters on with
primary seed (1) and the other with secondary seed (2) share three four cells (including their
seeds).
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Figure 5.23: Fraction of energy deposited in a cell as a function of the radial distance between
the cell centre and the shower barycentre for the various regions of the Upgrade II ECAL.

the raw energies of the clusters are corrected for the energy leak according to Eq. (5.8).
At this stage the secondary seeds in the event are re-evaluated and turned o↵ if they do
not pass the requirements defined for them to be compatible with merged ⇡0 as defined in
Sec. 5.3.4.2. Finally, the iterative energy distribution is performed one last time.

5.3.2.1 MonteCarlo association of clusters

In order to determine the performance of the reconstruction algorithms it is fundamental
to associate the simulated particles hitting the ECAL with the corresponding cluster,
the so-called MonteCarlo association. The best criterium found to perform this task
is to associate to a cluster the particle that hits the ECAL closest to its reconstructed
position. The full MonteCarlo story of the associated particles is also kept in order to
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Figure 5.27: On the left: origin point in the x � z plane of bremsstrahlung photons. On the
right: projection along the z axis of the plot on the left.

resolution. As a consequence the invariant mass reconstructed for decays containing e± in
the final state, like B0 ! K⇤0e+e�, is distorted, leading to a poor separation of signal and
background. A description of the algorithm used to search for bremsstrahlung photons
and associate them to their original e± can be found in Ref. [198] and is summarised in
the following. Photons are matched with a corresponding electron or positron if their
cluster on the ECAL are found within the region illustrated in Figure 5.28. The electron
(or positron) track (in this work the true electron that pass the acceptance requirement
defined in Sec 5.3.3) is linearly extrapolated to the ECAL surface from two points: its
origin vertex and the point where it exits from the UT detector (z = 2660 mm). All the
photon clusters with barycentre around the line connecting the two extrapolated points
are matched to the electron under consideration and their quadri-momentum is added to
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5.4 Physics performance studies

In this Section, the performance achievable in Run 5 conditions are studied and compared
to the ones in Run 2 conditions. Two important decays for the LHCb physics programme
are considered: the B0 ! ⇡+⇡�⇡0 and the B0 ! K⇤0e+e�. The former is strictly related
to the ⇡0 reconstruction, while the latter relies on the recovery of bremsstrahlung photons
and on the e � ⇡ discrimination.

In the following, the Run2 and Run5 labels indicate the occupancy conditions experi-
enced and expected at LHCb in the corresponding runs (Section 5.2.3). In Run2 conditions
the current ECAL setup is always considered. In Run5 conditions, besides the ECAL
arrangement already summarised in Table 5.1, two higher granularity options are investi-
gated in the following, maintaining the same geometry of the ECAL regions. Table 5.6
summarises the cell sizes of the tested configurations with their respective Moliére radii.

Region Run2
name index Cell side RM

[mm] [mm]

Inner 0 40 35
Middle 1 60 35
Outer 2 120 35

Region Run5-opt.1 Run5-opt.2 Run5-opt.3
name index Cell side RM Cell side RM Cell side RM

[mm] [mm] [mm] [mm] [mm] [mm]

Innermost 0 15 15 15 15 15 15
Inner 1 30 30 30 30 15 15

Middle 2 40 35 40 35 40 35
Outer 4 60 35 40 35 40 35

Outermost 5 120 35 60 35 60 35

Table 5.6: Summary of the ECAL configurations simulated in this Section. Squared cells are
always assumed. The tables report the size of their side and the Moliére radius (RM) of their
material. The top table resumes the ECAL configuration in Run 2 simulations, while the bottom
table resumes the configurations tested for the LHCb Upgrade II.

233

7

Tested ECAL configurations

5.4 Physics performance studies

In this Section, the performance achievable in Run 5 conditions are studied and compared
to the ones in Run 2 conditions. Two important decays for the LHCb physics programme
are considered: the B0 ! ⇡+⇡�⇡0 and the B0 ! K⇤0e+e�. The former is strictly related
to the ⇡0 reconstruction, while the latter relies on the recovery of bremsstrahlung photons
and on the e � ⇡ discrimination.

In the following, the Run2 and Run5 labels indicate the occupancy conditions experi-
enced and expected at LHCb in the corresponding runs (Section 5.2.3). In Run2 conditions
the current ECAL setup is always considered. In Run5 conditions, besides the ECAL
arrangement already summarised in Table 5.1, two higher granularity options are investi-
gated in the following, maintaining the same geometry of the ECAL regions. Table 5.6
summarises the cell sizes of the tested configurations with their respective Moliére radii.
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Figure 5.36: Signal e�ciency for B
0 ! ⇡

+
⇡

�
⇡

0 decays after the various step of the selection
defined in Table 5.7. The e�ciency denominator is the number of generated signal events
(Sgen. = 80000, as reported in Table 5.3). The first bin (Rec.ed) concerns the signal B

0 ! ⇡
+
⇡

�
⇡

0

reconstructed candidates, before the application of the requirements of Table 5.7. Besides the
criteria imposed by the ⇡

0 reconstruction algorithm described in the text, the following loose
cuts are imposed at this step: pT(⇡0) > 900 MeV/c, m(B0) 2 [4.98, 5.88] GeV/c

2. The second bin
(Neutr.) concern the requirement �-track distance > 1 cell side for the rejection of the clusters
related to charged particles. The other bins imply di↵erent threshold for candidates with merged
or resolved ⇡

0. The last bin concern candidates the invariant mass range m(B0) 2 [5.1, 5.5] GeV/c
2.

The time information is not considered in any configuration.

range for the B0 candidates defines the region of interest for the evaluation of the ECAL
performance. It is chosen to be approximately plus or minus twice the full-width-half-
maximum (FWHM) of the distribution around the B0 nominal mass. Figure 5.36 compares
the e�ciencies of the selection requirements for the simulated occupancies and ECAL
configurations. From the breakdown of the e�ciencies in Figure 5.36, it is possible
to understand that there are two main sources that cause the drop in signal e�ciency
between Run2 and Run5. The first one is the identification of neutral clusters, that is
mainly related to the granularity of the ECAL. In fact, with the higher granularity of
Run5-opt.1 this e↵ect is more than compensated. The second source of ine�ciency comes
from the requirements applied to the invariant mass of the ⇡0 and B0 mesons. The reason
for this di↵erence is due to the much higher occupancy in the Run5 conditions, where
the energy of other particles for which a seed is not found leaks inside the cluster of
the signal photons. The e↵ect is very clear also in Figures 5.38 and 5.39, where a more
pronounced high-mass tail is present in the distributions for Run5 conditions with respect
to Run2 conditions. The higher granularity of Run5-opt.1 benefits also the e�ciency in
identifying the seeds, leading to higher reconstruction e�ciency as evidenced by the first
bin of the plot in Figure 5.36.
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Merged ⇡0 Resolved ⇡0

�-track distance > 1 cell side
pT(�) > 200 MeV/c

pT(⇡0) > 2.5 GeV/c pT(⇡0) > 1.5 GeV/c
m(⇡0) 2 [75, 195] GeV/c2 m(⇡0) 2 [110, 170] GeV/c2

pT(B0) > 3 GeV/c pT(B0) > 2.5 GeV/c
m(B0) 2 [5.1, 5.5] GeV/c2

Table 5.7: Selection applied to the B
0 ! ⇡

+
⇡

�
⇡

0 decays in all the simulated conditions. It
corresponds to the main criteria of the stripping selection assumed for the analysis of LHCb
data in Ref. [199].

5.4.1 Study of B0 ! ⇡+⇡�⇡0 decays

The analysis of the ECAL performance with B0 ! ⇡+⇡�⇡0 decays is presented in three
steps. Section 5.4.1.1 specifies the algorithms and the criteria utilised to reconstruct and
select the simulated events. Section 5.4.1.2 introduces the way the time information is
exploited to reject the combinatorial background due to the random association of ECAL
clusters. Section 5.4.1.3 resumes and discuss the performance in the various occupancy
conditions and ECAL configurations.

5.4.1.1 Reconstruction and kinematic selection

The reconstruction directly starts form the signal charged pions of each event. The
combinatorial background due to random association of tracks and the uncertainty on the
momentum determination are neglected. Indeed, such e↵ects do not depend on the ECAL
response. Moreover, background levels and B0 momentum resolutions are dominated by
the contributions coming from the ⇡0 reconstruction. The only selection requirement on
the charged pions is applied in generation phase, imposing that their initial direction is
inside the LHCb geometrical acceptance. Further requirements related to the acceptance
of the tracking system and the decay vertex positions were tested, but they did not modify
the conclusions on the ECAL performance. Hence, they were removed from the selection
to exploit the entire statistic generated. In other words, the charged pion reconstruction
e�ciency is considered as common scale factor, which do not alter the comparisons of the
ECAL performance between Run2 and Run5 .

The signal charged pions are combined with ⇡0 candidates built according to the
algorithms presented in Section 5.3.4. Only ⇡0 candidates with transverse momentum
higher than 900MeV/c and B0 candidates with invariant mass belonging to the range
m(B0) 2 [4.98, 5.88] GeV/c2 are accepted. A minimal set of selection requirements, listed
in Table 5.7, is then applied to mimic the trigger and the stripping selections adopted
in Ref. [199] for the analysis of B0 ! ⇡+⇡�⇡0 decays with LHCb data. They comprise
minimal requirements on the transverse momentum and isolation from charged tracks
for the photons associated to the ECAL clusters. Besides, the neutral pions, resulting
from the combination of such photons, have to satisfy transverse momentum thresholds
and invariant mass ranges specific for each ⇡0 category (resolved or merged). Transverse
momentum thresholds are applied also to the B0 candidates. The final invariant-mass
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Figure 5.37: Distributions of the R
2
t variable for signal (filled histograms) and background (empty

histograms) B
0 ! ⇡

+
⇡

�
⇡

0 candidates after the entire selection reported in Table 5.7. The
logarithmic transformation is used to enlarge the region with small R

2
t values and compact the

long right tail due to the background. The left, middle, and right plots concern the Run5-opt.1,
Run5-opt.2, and Run5-opt.3 configurations, respectively. The simulated timing resolution of
the ECAL cells is set to �t = 15ps, and Rt is expressed in ns.

5.4.1.2 Background rejection with time information

The variable which is used to test the impact of the time information for the B0 ! ⇡+⇡�⇡0

selection in Run5 conditions is defined as follows:
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The quantities tECAL

i
(i = 1, 2) are the times of the ECAL clusters, whose information

are combined to build a given ⇡0 candidate. The texpect.
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variables are the corresponding
expected times. They are calculated assuming linear propagation at the speed of light
from the decay vertex of the B0 candidate, (xend
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), to the hits on the ECAL
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� zend

B
)2 + tend

B
, (5.14)

where tend
B

is the time associated to the end vertex of the B0 candidate by another LHCb
subdetector. Since both the spatial and the time resolution of the VELO detector in
Upgrade II configurations are expected to be smaller than those of the ECAL, the true
information on the end vertex of the signal B0 is exploited in this simulation.

The procedure exploited to optimise the Rt requirements is presented in the next
section. When a 15-ps resolution is simulated the cut Rt < 50 ps is found to be optimal
for all ECAL configurations in Run5 conditions. Figure 5.37 shows the distribution of
Rt distinguishing candidates associated to the signal or to the background according to
the prescriptions of Section 5.3.2.1. The Figures 5.38 and 5.39 illustrate the e↵ect of the
best Rt cut on the ⇡0 and B0 invariant mass spectra, respectively. The corresponding
spectra in Run2 conditions are plotted in Figure 5.40. The comparison of such plots
clearly manifest the advantage due to the exploitation of the time information in Upgrade
conditions.
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Figure 5.37: Distributions of the R
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0 candidates after the entire selection reported in Table 5.7. The
logarithmic transformation is used to enlarge the region with small R

2
t values and compact the

long right tail due to the background. The left, middle, and right plots concern the Run5-opt.1,
Run5-opt.2, and Run5-opt.3 configurations, respectively. The simulated timing resolution of
the ECAL cells is set to �t = 15ps, and Rt is expressed in ns.

5.4.1.2 Background rejection with time information

The variable which is used to test the impact of the time information for the B0 ! ⇡+⇡�⇡0

selection in Run5 conditions is defined as follows:
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where tend
B

is the time associated to the end vertex of the B0 candidate by another LHCb
subdetector. Since both the spatial and the time resolution of the VELO detector in
Upgrade II configurations are expected to be smaller than those of the ECAL, the true
information on the end vertex of the signal B0 is exploited in this simulation.

The procedure exploited to optimise the Rt requirements is presented in the next
section. When a 15-ps resolution is simulated the cut Rt < 50 ps is found to be optimal
for all ECAL configurations in Run5 conditions. Figure 5.37 shows the distribution of
Rt distinguishing candidates associated to the signal or to the background according to
the prescriptions of Section 5.3.2.1. The Figures 5.38 and 5.39 illustrate the e↵ect of the
best Rt cut on the ⇡0 and B0 invariant mass spectra, respectively. The corresponding
spectra in Run2 conditions are plotted in Figure 5.40. The comparison of such plots
clearly manifest the advantage due to the exploitation of the time information in Upgrade
conditions.
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Figure 5.37: Distributions of the R
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⇡
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⇡

0 candidates after the entire selection reported in Table 5.7. The
logarithmic transformation is used to enlarge the region with small R

2
t values and compact the

long right tail due to the background. The left, middle, and right plots concern the Run5-opt.1,
Run5-opt.2, and Run5-opt.3 configurations, respectively. The simulated timing resolution of
the ECAL cells is set to �t = 15ps, and Rt is expressed in ns.
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selection in Run5 conditions is defined as follows:
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where tend
B

is the time associated to the end vertex of the B0 candidate by another LHCb
subdetector. Since both the spatial and the time resolution of the VELO detector in
Upgrade II configurations are expected to be smaller than those of the ECAL, the true
information on the end vertex of the signal B0 is exploited in this simulation.

The procedure exploited to optimise the Rt requirements is presented in the next
section. When a 15-ps resolution is simulated the cut Rt < 50 ps is found to be optimal
for all ECAL configurations in Run5 conditions. Figure 5.37 shows the distribution of
Rt distinguishing candidates associated to the signal or to the background according to
the prescriptions of Section 5.3.2.1. The Figures 5.38 and 5.39 illustrate the e↵ect of the
best Rt cut on the ⇡0 and B0 invariant mass spectra, respectively. The corresponding
spectra in Run2 conditions are plotted in Figure 5.40. The comparison of such plots
clearly manifest the advantage due to the exploitation of the time information in Upgrade
conditions.
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Invariant mass plots
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Figure 5.38: Invariant mass for the reconstructed ⇡
0 candidates after the selection in Table 5.7,

except for the requirements on the m(⇡0), pT(B0). The range m(B0) 2 [4.98, 5.88]GeV/c
2

is considered. The signal and background contributions are illustrated with green and red
stacked histograms, respectively. In the top row, the cases before (filled histogram) and after
(textured histogram with black contour) the application of the best timing cut (Rt < 50 ps)
are superimposed. In the bottom row only the case after the timing cut is depicted. The left,
middle, and right plots concern the Run5-opt.1, Run5-opt.2, and Run5-opt.3 configurations,
respectively.
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Figure 5.39: Invariant mass for the reconstructed B
0 candidates after the selection in Table 5.7.

The signal and background contributions are illustrated with green and red stacked histograms,
respectively. In the top row, the cases before (filled histogram) and after (textured histogram
with black contour) the application of the best timing cut (Rt < 50 ps) are superimposed. In
the bottom row only the case after the timing cut is depicted. The left, middle, and right plots
concern the Run5-opt.1, Run5-opt.2, and Run5-opt.3 configurations, respectively.

237

before time cut before time cutbefore time cut

after time cut after time cut after time cut

𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟷 𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟸 𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟹

𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟷 𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟸 𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟹
after time cut after time cut after time cut

SIG
BKG

SIG
BKG

SIG
BKG

SIG
BKG

SIG
BKG

SIG
BKG



14th December 2022B0 → π+π−π0 report

0 0.2 0.4 0.6 0.8 1 1.2
Normalised Signal Efficiency

0

0.2

0.4

0.6

0.8

1S+
B

N
or

m
al

is
ed

 S
/

����
���� � ��� . �
���� � ��� . �
���� � ��� . �

�t = 15 ps
�t = 30 ps
�t = 50 ps

NO TIME
MAX OF
S/ S + B

Figure 5.41: The definitions of signal e�ciency and significance (S/
p

S + B) are given in the
text. Here, they are divided by the corresponding figures of merit in Run2 conditions. Each
point of the curves represents the performance of a particular Rt cut for a certain configuration.
As indicated in the legend, di↵erent line styles stand for di↵erent timing resolution, while the
various line colours distinguish the various combinations of occupancy and ECAL arrangement.
The circles evidence the cases with the best significances. The crosses mark the cases where
no time information is used. The small steps close to the crosses are due to the cases, where
no charged particle crossing the front-back interface of the seed cell is found in one of the two
clusters at least.
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•Contribution to 
reconstructed signals:


Outer more relevant than Inner

InnerMost almost similar to 
OuterMost

N
or

m
al

is
ed

S i

∑
S i

+
∑

B i
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Significance with mixed time resolution
•  is normalised to Run2 total


•Here the  cut is optimised   
independently for each  
region and time resolution


•Performance degradation 
with poorer time resolution, but:


15, 30 ps  30, 15 ps

30, 30 ps  15, 50 ps

S/ S + B

Rt

≈
≈

Signal candidates with final-state s hitting different regions are consideredγ

∼𝚁𝚞𝚗𝟸
𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟷 𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟸 𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟹

ALL REGIONS
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Dalitz plot per region
•Not all the regions of the Dalitz 

plane are equally relevant to 
measure the CPV observables


•This simulation assumes a 
flat squared-Dalitz model


Higher SIG statistics in the more 
relevant regions (resonance interference)


•The Dalitz distribution of the BKG 
could be different from SIG

Run5-opt1 
BKG after sel. 
no time cuts

m
2 (π

−
π0 )

G
eV

2 /c
4

m
2 (π

−
π0 )

G
eV

2 /c
4

m2(π+π0) GeV2/c4m2(π+π0) GeV2/c4m2(π+π0) GeV2/c4

m2(π+π0) GeV2/c4

Run5-opt1 
SIG after sel. 
no time cuts C

andidates
C

andidates
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Dalitz plot performance

•  is normalised to 
Run2 total


• The  cut is optimised 
independently for each 
region and time resolution

S/ S + B

Rt

𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟷 𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟸 𝚁𝚞𝚗𝟻−𝚘𝚙𝚝𝟹
ALL REGIONS

No dramatic 
difference wrt 
the analysis 
considering 

the total 
Dalitz plane

[CERN-THESIS-2013-051]

•Additional requirement: 
min[m(π+π0), m(π−π0)] < 1.2 GeV/c2

m2(π+π0) GeV2/c4

m
2 (π

−
π0 )

G
eV

2 /c
4

C
andidates

To do: enlarge the simulated sample to repeat this study depending on the ECAL region
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Summary and conclusions
•The  reconstruction performances are  

an important benchmark for the U2 ECAL


•The current simulation results suggest the critical need of R&D  
to improve the ECAL reconstruction algorithms in U2


•Degradation of timing performance have not a negligible impact either in outer regions


•Analysis of Dalitz region corresponding to  final state shows  
similar performances to the analysis involving in the total Dalitz plane


Requirements on Dalitz quantities reduced quite a lot the statistics.  
More accurate studies with higher statistics are necessary

‣Necessary to move towards studies on more relevant observables (e.g. CPV)

B0 → π+π−π0

ρ±π∓



Backup

16
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Table 5.4: Conditions on x and y coordinates of charged-particle trajectory at the entrance and
exit of UT and Sci-Fi, in order to consider the particle to be reconstructed. The z coordinates
of the entry and exit point for UT and Sci-Fi are also reported.

Detector z Beam-plug Tracker Plane
[ mm] [ mm] [ mm]

UT entry 2330 |x| > 20 or |y| > 20 |x| < 800 and |y| < 800
UT exit 2660 |x| > 20 or |y| > 20 |x| < 900 and |y| < 800
Sci-Fi entry 7800 |x| > 100 or |y| > 100 |x| < 2800 and |y| < 2200
Sci Fi exit 9600 |x| > 100 or |y| > 100 |x| < 3000 and |y| < 2000
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Figure 5.24: Distribution of the distance from the cluster positions and the closest extrapolation
of a charged track on the ECAL surface in Upgrade II conditions. The red histograms involve
cases where the clusters are associated with the track according to the criterion defined in
Section 5.3.2.1 (truly charged clusters). The black histogram considers all the other cases. The
contributions from photons, and not-“trackable” electron, pion or other kind of particles are
also evidenced with green, azure, blue, and white stacked histograms, respectively. The minimal
energy of the clusters included is ET > 200 MeV/c.

tracks on the ECAL (dT ). The threshold to be applied on dT to assign the neutral and
charged hypothesis to a cluster is studied using a large sample of p-p collision events with
Upgrade II instantaneous luminosity. Reconstructed clusters are associated with simulated
particles according to the criterion defined in Section 5.3.2.1 and the distributions of dT

is studied for clusters truly associated with charged tracked particle and clusters truly
associated with other particles. The latter are mainly photons, but also electrons or pions
out of the tracking-system acceptance (e.g. those originated because of interactions with
the detector material) are presents. The distributions of dT for the three cases are shown
in Figure 5.24. The threshold used to distinguish between neutral and charged particles is
defined to correspond to the end of the dT distribution for clusters truly associated with
any charged tracked particle. Performances in discriminating between truly neutral and
truly charged clusters are reported in Table 5.5.

223
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Performance per region
•  and  are 

normalised to Run2 total


•Performance benefit 
from granularity 
increase


•The inner the region, 
the larger the advantage 
from better time res.


•Performance 
contribution:


Outer > Inner

InnerMost  OuterMost

Effi Si/ Si + Bi

≈

15 mmCell sides: 30 mmCell sides:
15 mm

60 mmCell sides:
40 mm

120 mmCell sides:
60 mm40 mmCell sides:

Signal candidates with final-state s hitting different regions are neglected (~10%)γ
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