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Machine Learning is a 
method to teach 
computers to learn 

from data, without 

being explicitly 
programmed



LHC
Data at a rate of about: 1 petabyte/second

100 million detection elements

Higgs boson is produced only once every few billion 
proton-proton collisions

After data-reduction executed in real-time:  50 
terabytes/second

Store as much data every hour as Facebook 
collect globally in a year



Particle physics is governed by quantum mechanics



Particle physics is governed by quantum mechanics

Was there a Higgs boson in this event?



Remarkably accurate simulated data

We have MC!

Detectors accurate from 10^-6 to 100 m



How-to do an analysis 

1 Process raw sensor data into low-level objects (e.g. calorimeter 
clusters and tracks)

2

3

Estimate the energy, momentum and identity of individual 
particles

Event selection algorithms selects subsets of the collision data 
for further analysis on the basis of the information associated to 
individual events

4 Cumulative product of these steps reduce the dimensionality of 
the problem to a number small enough to allow the missing 
statistical model to be estimated using simulated samples



Higgs boson discovery with the four-lepton channel

What feature is the optimal way of statistically discriminating a 

signal from its background?

Occurs roughly once every few 
billion proton-proton collisions 



Higgs boson discovery with the four-lepton channel

Particle physicists have sought to 
improve the power of their analysis by 
employing algorithms that utilize 

mutiple variables simultaneously

multi-variate analisis (MVA)

machine learning (ML)
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What if we didn't use a MVA (2011-2012)?



For several years the status quo of 

machine learning in HEP was to use 

boosted decision trees (BDT) implemented 

in the software package TMVA



What about my Deep 
Neural Networks?

Geoffrey Hinton



Particle physics has traditionally been using physically-motivated 

classifiers

Over the last several years this has been replaced with "modern" 
machine learning

The modern approach is to feed raw, minimally-processed data, rather 

than high-level physically-motivated variables







Deep Neural Network for jet categorisation?



Dark Photons would typically be produced with large 

boost due to their small mass, forming collimated jet-like 

structures containing leptons and/or hadrons (lepton-jets)

Analysis divides signal lepton-jets (LJ) into 

categories 

Selection is based on dark photon jets identification, its 

displaced vertex signatures and a DNN discriminantnt



Beam-
induced-

background 
tagger

DPJ tagger

jet vertex 
tagger Used the displaced vertex to reduce QCD bkg

Discriminate DPJ from SM jets

Reduce particles resulting from interactions between 

proton bunches and residual beam elements



t-SNE Nova event-selection using CNN



L1 trigger rejects 99.75% of events in 10 
micro seconds

Field Programmable Gate Arrays (FPGA) are 

used as fast programmable integrated 

circuits for event selection



FPGA contains many different building 
blocks that are connect according to 

requirements

It uses all resources to work on different 

features of the selection simultaneously, 

achieving low latency 



Since FPGA are fast parallelizable programmable integrated circuits, can 

we integrate ML algorithms to improve data categorisation?

Can we combine ML with FPGA?



Can we apply other ML algorithms?

Nowadays industry-based FPGAs (e.g. Xilinx) can be programable with ML 
algorithms such as RNN, LSTM, CNN (VGG16), and even attention-augmented 
LSTM

But do we have the flexibility to develop our own algorithms to be included 
in the FPGA?



ATLAS New Small Wheel



Can we take advantage of the NSW for L1 Muon trigger?



In the past decade, the field of medical 

image analysis has grown exponentially

Conversion of images into mineable 

data and the subsequent analysis of these 

data for decision support

Radiomics





Precise

Slow (weeks)



Precise

Fast (seconds)



Machine Learning is a 
method to teach 
computers to learn 
from data, without 
being explicitly 
programmed



"I feel more optimistic about the possibility of 
transcendental progress in fundamental 
physics now that at any other time in my 
career, even if I myself may not be able to 
comprehend the final theory."
M. D. Schwartz (2021)



Backup





PUMML (PileUp Mitigation with Machine Learning) algorithm



For the first years, LHCb primary algorithm for classification was BDT

The sensitivity achieved by a LHCb dark matter searches analysis with BDT 
using data collected just in 2016, would have required 10 years of data 
collection without the use of machine learning

BDTs are used to increase the resolution of 
the CMS electromagnetic calorimeter

Deposited energy in different sensors are 
clustered together to recover the original 
energy of the particle 

Applying this energy correction to the Z 
boson decay into electron-positron



Bs-meson decay into muon-antimuon

SM predicts that only three out 
of every billion Bs mesons decay 

into muon-antimuon final state

CMS and LHCb were the first to find 
evidence of this decay 

They used a human-designed 

algorithm which first reconstructs 
the paths taken by the muon and the 
antimuon, to then calculate di-muon 
masses and angles which are used 

by a BDT



However, we might be missing 
information when human-designed tools 

are used to extract features that fail to fully 
pacture the complexity of the problem

With full Run-2 data the significance 

improved by 1.2 standard deviations

By relaxing the preselection requirements, 
developing new discriminating observables, 
and using a more advance ML algorithm, a 
new CMS analysis achieved the same 

sensitivity as the old analysis with just 60% 
of the previous data



Deep networks not only have more expressive capacity, but also the 

layers can be interpreted as building up a hierarchical representation of 
the data

Edges-corners Eyes Faces

jets->hadrons tracks and calo clusters tracks->hits calo clusters -> calo cells



Let's go back to the LHC data-taking...



The CMS Endcap Muon Track Finder (EMFT) is part of the L1 Muon trigger that 

has only 500 ns to reconstruct a muon through the Cathode Strip Chambers 

(CSC) and Resistive Plate Chambers (RPC)

BDT 

500 trees, 5 decisions = 2500 
operations per pT

Assuming 1 operation per ns (1 GHz)

2500 ns >> 25 ns

CMS discretise the ML evaluation 
into a single operation using a LUT 
(trade time for memory) The design was implemented in 

2016/2017 data-taking, improving 
the trigger by a factor of 2!



Can we take advantage of the NSW for L1 Muon trigger?



Conclusion

Over the last years machine learning were heavily used in physics 

analyses 

Modern machine learning algorithms used in industries can be succesfully 

applied to different analyses

Machine learning algorithms should be applied from the first data quality 

selection in order to not loose useful information

Field programable gate arrays are ideal to implement fast machine 

learning algorithms since the first trigger level



LHCb experiment analyses as 

many events every six seconds as the 
Big European Bubble Chamber recorded 

in its entire 11 years of operation 
(1973-1983)

Big data era!



For several years the status quo of 

machine learning in HEP was to use 

boosted decision trees (BDT) implemented 

in the software package TMVA

x: observed data
h(x): tree's output
w: weight
y: output 

Ensemble output:

Objective function (goal is to minimise it):

Loss function, which is the distance between the 
truth and the prediction

Regularisation function, which penalises the 
complexity of the tree



Beam-
induced-

background 
tagger

DPJ tagger

jet vertex 
tagger Discriminate DPJ from SM jets


