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Let’s beg

e During the development process, different challenges and difficulties may arise. And handling those
challenges during the development is far better than after the product is worldwide and is ready to
serve. If any failure arises at that time, then it is not only a hectic process but also a costly one.

e For example, Facebook went down for 6 hours on Oct 5th, 2021, not only Facebook but WhatsApp,
Instagram, and Messenger. That outage cost $160 million to the global economy (source). The
guestion is, what could be done to fix it before this kind of situation arises? Answer - Chaos

Engineering
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https://netblocks.org/reports/facebook-whatsapp-instagram-messenger-down-globally-in-extended-service-outage-JA6pPkyQ

What is Chaos Engineering?

e Chaos Engineering is the discipline of experimenting with system in
order to build confidence in the system’s capability to withstand
turbulent conditions in production.

e The objective of Chaos Engineering is to cause failure on purpose to
Identify where and under what conditions our system can fail, and
Improve our capacity.

e We intentionally inject fault in the system to check whether the
system is resilient or not. The harder it is to disrupt the steady state,
the more confidence we have in the behaviour of the system. If a
weakness is uncovered, we now have a target for improvement
before that behaviour manifests in the system at large.
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Chaos In Practice
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https://dai-shi.github.io/excalidraw-animate/#json=SoFFUHir0oNJyHpoVC_Wg,_oPovrSKAKY5m9HnCxZMmQ

What is Chaos Mesh?

e Chaos Mesh is an open-source cloud-native Chaos Engineering platform
that orchestrates chaos in Kubernetes environments.

e Chaos Mesh includes a fault injection method for complex systems on
Kubernetes and covers faults in Pods, the network, the file system and
even the kernel.

e Chaos Mesh is built on Kubernetes CRD (Custom Resource Definition).
To manage different chaos experiments, Chaos Mesh defines multiple
CRD types. These CRDs mainly categorized into three main fault types:
basic resource faults, platform faults, and application-layer faults.

=% CERN 5
1= openlab Nivedita Prasad



How Does It Work?

Kubernetes Cluster
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How We Implemented It?
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Helm Chart

ChaoSme_Sh/

.ke_lmignore
Choxr‘t.yaml
Values.l/aml
README.md
scﬁpt/

L install-seript.sh

— ‘templocte,s/

L Conpigmap.yo\ml

- daemonse‘t.yaml
L netwrk-delay.t/aml
L— s‘tre,ss-cpu.yaml
L s‘tress-memory.yaml
L wrkPlow.yam|

L— Notes.txt

— he_lpe,rs.‘tpl
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stress-cpu ®

Metadata Scope
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Workflows UuID Label Selectors
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Settings
stress-cpu
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Stress Memory

Choose namespace
® final
Chaos Mesh

(3 Archive

Dashboard

stress-memory
Workflows
Metadata Scope Experiment Run
Schedules Namespace nal Namespace Selectors fina Kind StressChaos Duration
fth34ca-2efb-4453 Label Selectors ap
D s . Foevelector Memory
Experiments ‘

Created at
Events

Archives
Definition
Settings

¢ Download
stress-memory 16 MINUTES AGO

stress-memory 16 MINUTES AGO

Suc

stress-memory 16 MINUTES AGO
16 MINUTES AGO

16 MINUTES AGO
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ress - Memory -CPU - Output

Before After

Every 2 : kubectl top pods -n final

Every 2.0s: kubectl top pods -n final

- . NAME CPU(cor MEMORY (bytes)
i e CPUCcores) TEM[.)R'(bytEEJ chaos-controller-manager-867656dcf5-Umgc Tm 37Mi
chaos-controller-manager-867656dcf5-4mgc8 7m 35Mi Trrrer e e 56d 1 2 OM3
chaos-controller-manager-867656dcf5-1bwf2  1m 20Mi L e L P s = —
chaos-controller-manager-867656dcf5-xkn2f 1im 18Mi chaos-controller-manager- e Ll lm 17Mi
chaos-cdaemon-knzrm 1m 18Mi chaos-daemon-knzrm 24m 19Mi
chaos-daemon-xmifyv im 16Mi chaos-daemon—xmi+fv 1m 18Mi
chaos-dashboard-846949f9bb-! 6m u5Mi chaos-dashboard-846949f9bb-5snw8 Tm 4s5Mi
daemonset-jjthj am 2Mi daemonset-jjthj Om 2Mi
daemanset-rxwdv Am 1Mi daemonset-rxwdyv Om 1Mi
nginx-6799fc88d8-Tqb9x am 2Mi ngin g Ue6m 6Mi
IR A L LI L nginx-679¢ 59U 6Mi
A PLEA L ‘ ' Ll 211 ngin 8 T 510m SMi

am 2Mi . AL s — -
ngi c88d8-1kxtb Om 2Mi nginx -OBE >J0m “‘“%
nginx-6799fc88dB-vgvih om 2Mi 430m 6Mi
nginx-6799fc88d8-wf7pg am 2Mi nginx-6799fc88d8 X 563m 5Mi
nginx-6799fc88d8-xhrs8 om 2Mi nginx-6799fc88d8-rqqjr 252m 2Mi
nginx-6799fc88d8-vvltm 2 SMi

These workers will be scheduled and run for 30s in the pod, meaning we should expect
to see our Nginx pods’ CPU & Memory spike for 30s and then drop back to near O.
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Network Delay

That will introduce a latency of 10ms in the network of pods with labels app:nginx i.e nginx pod
for the next 30 seconds.

{{- if .values.experiments.networkDelay }}

- $namespaces := .Values.namespaces }}

1

4
m; Chaos Mesh

[ Archve

range $app := .Values.apps }
iVersion: chaos-mesh.org/vlalphal Dastoard

M e - S
|- Networ TETL: network-delay o
I: NetworkChaos Worions

Metadata Scope Experiment Run

- T T . '| - Schedules Namespace Namespace Selectors final Kind NetworkChao: Duration
: network-de Lay

e o ] R D Label Selectors app: nginx Action
dCE '['L 'J.Ff.:T.I.'-TS‘:\:T.'.C|"9:".—\|.-'L‘IC9:' } Experiments

i
Direction

Created at
Events

Archives
Definition
Settings
@ Dovnload
network-delay 16 MINUTES AGO

$namespaces }}

L . network-delay 16 MINUTES AGO

'"{{ sapp }}

network-delay 16 MINUTES AGO
y: '16ms
lation: '100

'Oms

network-delay 16 MINUTES AGO

network-delay 16 MINUTES AGO
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Daemonset & ConfigMap

e To perform network chaos experiment it's required to have
NET_SCH_NETEM module installed on every node.

e Daemonset in Kubernetes allow you to run a pod on every node.

e And, we pack the script file in the ConfigMap to installed the network
simulator on every node.
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orkFlow( Pod Kill & Pod F

1t
Q; Chaos Mesh

(9 Archive
Dashboard

Workflows ology
Schedules
Experiments

Events

afler-1m-mzhdm pod-kill-kk8n8 pod-fadure-dimx

Archives

Settings

Events Definition

iVersion: chaos-mesh.org/v
Workflow

final

' pod-failure-dihmx 2 DAYS AGO

deadline exceed 5 me: workflow

B2 Documentation
2 DAYS AGO
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WorkFlow- Output

Before After

[nprasad@lxplus8s20 ~]$ kubectl get pods -n final

NAME READY STATUS RESTARTS AGE
chaos-controller-manager-867656dcf5-4mgc8 1/1 Running © 2d19h
chaos-controller-manager-867656dcf5-1bwf2 1/1 Running 2d19h
chaos-controller-manager-867656dcf5-xkn2f 1/1 Running 2d19h
chaos-daemon-knzrm 1/1 Running 2d19h
chaos-daemon-xmifv 1/1 Running 2d19h
chaos-dashboard-846949f9bb-5snw8 1/1 Running 2d19h
daemonset-jjthj 1/1 Running 2d19h
daemonset-rxwdv 1/1 Running 2d19h
nginx-6799fc88d8-9vtcn 1/1 Running 2ml6s
nginx-6799fc88d8-cv7xx 1/1 Running 2m46s
nginx-6799fc88d8-dmzhq 1/1 Running 2m4é6s
nginx-6799fc88d8-gldwg 1/1 Running 2m46s
nginx-6799fc88d8-j9nl2 1/1 Running 2mi6s
nginx-6799fc88d8-n5sdb 1/1 Running 2mdé6s
nginx-6799fc88d8-rckic 1/1 Running 2md6s
nginx-6799fc88d8-xwzdr Running 2ml6s

NAME STATUS RESTARTS AGE
chaos-controller-manager-867656dcf5-4mgc8 Running ¢ 2d19h
chaos-controller-manager-867656dcf5-1bwf2 Running : 2d19h
chaos-controller-manager-867656dcf5-xkn2f / Running g 2d19h
chaos-daemon—knzrm Running g 2d19h
chaos-daemon=xmt+v Running B 2d19h
chaos=dashboard-8U69U49+9bb-5snw8 Running B 2d19h
daemonset-jjthj Running 2d19h
daemonset-rxwdv Running
nginx-6799fc88d8-9vtcn Running
nginx-6799fc88d8-cv7xx / Running
nginx- d8-dmzhg Running
8d8-gldwq Running
799fc88d8-39nl2 Running
6799fc88d8-n5sdb Running
x—6799fc88d8-rckic Running
nginx-6799fc88d8-xwzdr Running
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Future Work

e Add platform faults, and application-layer faults.
e Integrate Chaos Mesh with other tools like Grafana, Gitlab.

e Provide more user-friendly features like notifications, scheduling, and
visualization.
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Thank You!

Questions?

nivedita.prasad@cern.ch

niveditaprasad8l@gmail.com
y - @NIiveditaPrasals
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