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Global quota vs Specific sites
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Questions asked:

• A) which groups would like to utilize the global quota and 
automatic choice of destination

• B) which groups would like to keep spaces at specific 
sites, and if so, which sites

• C) which groups would like the mixture of the two

Tentative Results:

• A: 4, B: 2, C: 7

The DDM-dev has been consulted to implement C 

• to satisfy all the groups (A + B + C)

• it is a big change in the system, and will take several 
months for implementation
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Group space quota in 2011
We have asked the CREM to confirm the quota in 2011

• hopefully will be increased ~ next week

While waiting for the implementaion of the “global quota”

• Should we move the group spaces from T2s to T1s for some 
groups who goes A and C?
‣ specified T2 spaces will be kept

‣ the total volume per group will be within the 2011 quota

Panda Dynamic Data Placement (PD2P)

• There is a plan to activate PD2P for group data
‣ only for ‘Group Production’ data? or anything in the Group 

Spaces?

• the replicas will be created in T2_DATADISK
‣ will not eat the group space quota
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Definition of “groups” — Task Request
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The group names 
are defined in the 
Task Requests
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Definition of “groups” — pathena

The group names are 
defined in VOMS

and specified in the 
pathena command line
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Group activities on the Panda Monitor
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Panda production monitoring page shows group production activities as “gr_Group” as defined in the task request

Panda analysis monitoring page shows pathena jobs for groups with VOMS group names

Panda Monitor shows the on-going activities

• per processing type
• per group
• per user
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New Monitoring available
http://dashb-atlas-job-prototype.cern.ch/dashboard/request.py/dailysummary
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Still under development 

• please report when you see something wrong
• or if you have suggestions

http://dashb-atlas-job-prototype.cern.ch/dashboard/request.py/dailysummary
http://dashb-atlas-job-prototype.cern.ch/dashboard/request.py/dailysummary
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Group production monitoring

S. Jézéquel (LAPP)
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Introduction

New version of 'Historical view' monitoring for ATLAS Grid CPU activity
http://dashb-atlas-job-prototype.cern.ch/dashboard/request.py/dailysummary

Now usefull for group production monitoring
Still under validation but many checks already done

Informations collected since 3 weeks

Detailed presentation in 'Monitoring session' (in parallel to this session)
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Snapshot
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Nomenclature for group monitoring
Naming convention for group activity

Nomenclature defined in Panda

Related to voms group:phys-*,perf-*,...
Pathena jobs with group priority

Starts with gr_ 
Central production for groups :

Localuser/user : pathena/ganga jobs without specific priority

Remaining part :
Validation, reprocessing, Physics, … : Central production
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Global results(1)
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Global results
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Group activity
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Specific groups

Jet-Etmiss SM
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‘Group Production’ activities
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Pathena group jobs
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