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What are the requirements for a particle physics collider?

Energy

✓ 15 GeV stages
✓ Up to 190 GeV
✓ High gradients have been established

Energy spread

✓ Recent results show we are on track
✓ Recent experiments demonstrated ΔE/E ≲ 0.01

Open questions

✴ Repetition rate ( )
✴ Average power ( )*

✴ Emittance ( ) and emittance growth

352 × 50 Hz ≃ 17 kHz
≃ 100 MW

≃ 10 nm

Under which conditions can plasma accelerators meet HEP requirements?
* C.B. Schroeder et al, PRSTAB 13 101301 (2010)
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“First” plasma accelerator physics challenge: average power

Energy

✓ 15 GeV stages
✓ Up to 190 GeV
✓ High gradients have been established

Energy spread

✓ Recent results show we are on track
✓ Recent experiments demonstrates ΔE/E ≲ 0.01

Open questions

✴ Repetition rate ( )
✴ Average power ( )*

✴ Emittance ( ) and emittance growth

352 × 50 Hz ≃ 17 kHz
≃ 100 MW

≃ 10 nm

* C.B. Schroeder et al, PRSTAB 13 101301 (2010)
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Plasma e- could become relativistically hot after 1s of operation

Nature | Vol 603 | 3 March 2022 | 59

the FLASH linac to 1,061 MeV (ref. 19). A probe bunch, with different 
parameters to the leading bunch, was produced by a second photo-
cathode laser and placed in a later RF bucket (Methods). The probe 
bunch (accelerated to 1,054 MeV) was bisected into a pair of bunches 
in the FLASHForward experimental beamline—the first ‘driving probe’ 
bunch driving a subsequent non-linear wakefield and the second ‘trail-
ing probe’ bunch travelling behind in its wake. The two probe bunches 
propagated through the perturbed plasma at varying times after the 
leading bunch (Fig. 1), thereby driving a second plasma wake the proper-
ties of which depend on the state of the perturbed plasma. By analysing 
the two probe bunches, the perturbed plasma can be sampled with 
temporal resolution defined by the 1.3 GHz frequency of the RF accel-
erating cavities in the FLASH linac. The recovery time of the plasma is 
defined as the point at which the properties of the probe bunches are 
consistent with those measured after interaction with an unperturbed 
plasma, that is, in the absence of the leading bunch.

The results of a scan varying the separation of the leading and probe 
bunches can be seen in Fig. 2, which was generated by dispersing all 
three bunches in a dipole magnet, focusing them on a scintillating 
screen after the interaction and subtracting the overlapping energy 
spectra, averaged over many bunches, of the leading bunch from that 
of the driving probe bunch (Methods). In the case of the unperturbed 
plasma, both the energy spectra and transverse distributions (Fig. 2a) 
remain approximately constant over the duration of the 160 ns scan (see 
Extended Data Fig. 1 for separations 70–160 ns), with gradual changes 
due to the slow dynamic evolution of the background plasma as it under-
goes recombination and is gradually expelled from the open capillary 
ends20. However, in the case of the perturbed plasma, the energy spectra 
and transverse distributions (Fig. 2b) vary significantly over the same 
timescale until approximately 63 ns, at which point all residuals are 
compatible with zero (Fig. 2c), indicating that the probe-bunch prop-
erties are consistent with those of the unperturbed case. That this is 
the case over longer timescales, up to 160 ns, can be seen in Fig. 2c 
and Extended Data Fig. 1. The recovery time for this operational state 
translates to an interbunch repetition-rate upper limit of O(10 MHz).

The dominant physics mechanisms and timescales defining the ion 
motion can be understood from the features of Fig. 2. The timescale 
over which an on-axis ion-density peak is generated depends on the 
longitudinally integrated radial fields of the electron bunch and plasma 

wave. Considering only the fields generated by the leading electron 
bunch, it is estimated that the on-axis ion density for a singly ionized 
argon plasma will reach its maximum at 0.5 ± 0.2 ns (Methods)—an 
upper-bound estimate yet still outside the 0.77 ns temporal resolution 

Unperturbed
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onset of ion motion

> 0.77 ns

Fig. 1 | Conceptual representation of the plasma probe process. For the 
perturbed measurements, a leading bunch drives a wakefield, which in turn 
stimulates motion of the plasma ions. The two probe bunches sample the 
perturbed plasma in increments of 0.77 ns after the temporally locked leading 
bunch. For the unperturbed measurements, the procedure is the same but 
without the presence of the leading bunch. The rendering was performed using 
VisualPIC33.
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Fig. 2 | Recovery time of a beam-driven plasma wake. a, The energy spectra and 
transverse distributions of the probe bunches after interaction with an 
unperturbed plasma. b, The same as in a but after interaction with a plasma 
perturbed by the leading bunch. Imperfections in the procedure used to subtract 
the overlapping spectra of the leading bunch from the driving probe bunch 
(Methods) lead to small systematic differences between the energy spectra of  
a and b at late timescales, for example, in the large betatron-mismatch band at 
approximately 1,030 MeV. Larger trailing-probe-bunch charge is also seen in  
b at shorter timescales due to higher coupling between the plasma and 
downstream capturing optics. c, The residuals (Methods) between the energy 
spectra and transverse bunch size of both the unperturbed and perturbed 
datasets. Extended data up to 160 ns is shown on a compressed horizontal 
timescale in the right-hand panel. The error bar represents the standard error of 
the mean. The recovery time, indicated by the black dashed vertical line, is 
reached when all three residuals are consistent with zero. The three 
experimental signatures of ion motion are enumerated in b, with orange dashed 
bands for the first signature added to a and b to guide the eye.
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Fig. 2 | Recovery time of a beam-driven plasma wake. a, The energy spectra and 
transverse distributions of the probe bunches after interaction with an 
unperturbed plasma. b, The same as in a but after interaction with a plasma 
perturbed by the leading bunch. Imperfections in the procedure used to subtract 
the overlapping spectra of the leading bunch from the driving probe bunch 
(Methods) lead to small systematic differences between the energy spectra of  
a and b at late timescales, for example, in the large betatron-mismatch band at 
approximately 1,030 MeV. Larger trailing-probe-bunch charge is also seen in  
b at shorter timescales due to higher coupling between the plasma and 
downstream capturing optics. c, The residuals (Methods) between the energy 
spectra and transverse bunch size of both the unperturbed and perturbed 
datasets. Extended data up to 160 ns is shown on a compressed horizontal 
timescale in the right-hand panel. The error bar represents the standard error of 
the mean. The recovery time, indicated by the black dashed vertical line, is 
reached when all three residuals are consistent with zero. The three 
experimental signatures of ion motion are enumerated in b, with orange dashed 
bands for the first signature added to a and b to guide the eye.

Recovery time of a beam-driven plasma wake

R. D’Arcy et al, Nature 603, 58 (2021)

Quantity Units Value
Average power MW 9,60E+00
Total distance (including inter-stages) m 1,00E+02
Transverse cross-section m2 2,46E-07
Plasma density m-3 1,00E+23
Electron number - 2,46E+18
Energy deposited / e- / (10 ns) MeV 2,44E-07
Energy deposited / e- / s MeV 2,44E+01

- Without dissipation, assumed 100% driver energy 
deposition into plasma

- plasma relativistically hot
- Need for multi-physics (with radiation), multi-scale 
models

- Tools are not ready yet
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“Second” plasma accelerator physics challenge: emittance

Energy

✓ 15 GeV stages
✓ Up to 190 GeV
✓ High gradients have been established

Energy spread

✓ Recent results show we are on track
✓ Recent experiments demonstrates ΔE/E ≲ 0.01

Open questions

✴ Repetition rate ( )
✴ Average power ( )*

✴ Emittance ( ) and emittance growth

352 × 50 Hz ≃ 17 kHz
≃ 100 MW

≃ 10 nm

* C.B. Schroeder et al, PRSTAB 13 101301 (2010)
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Emittance preservation in linear focusing force

Witness beam matching condition

σ⊥ = 1
k1/2p ( 2ϵ2
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Laser wakefields in blowout regime

Energy [GeV] en [nm] sx/y [nm] nb/n0
15 10 21 1,20E+06
15 100 66 1,20E+05
190 10 11 4,27E+06
190 100 35 4,27E+05

HEP requirements in terms of peak witness-bunch density and transverse size will lead us towards 
(nearly) unexplored territories in theory and modelling 

Eaccel [GeV/m] 100
Density [cm-3] 1,00E+18
Q [nC] 0,833
Beam length [µm] 10
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Unexplored plasma accelerator physics questions

Extremely dense electron and positron acceleration
Hosing, beam loading, efficiency, ion motion, long term plasma dynamics, collisions, …

Inject and extract electrons to/from plasma 
Vacuum-plasma-vacuum transitions

Other key physics
Spin polarisation, disruption, radiation-cooling, …

Coupling to conventional beam lines

nm-emittance-preservation-driven research on the fundamentals of plasma accelerators
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Towards the design of a single collider stage

W. Lu et. al, Phys. Rev. ST-AB 10, 061301 (2007)

ing edge of the laser is more challenging. This can be
accomplished by plasma channels or to some degree by
self-guiding. As we argue later, for self-guiding to occur
P=Pc needs to increase as the plasma density decreases.
We can rewrite Eq. (6) in terms of the critical power for
relativistic self-focusing, Pc:

 !E!GeV" ’ 3:8
!
P
Pc

"# 2=3 P!TW"
100

: (7)

On the other hand, if a plasma channel is used, P=Pc can be
kept as low as 1. As shown before, the channel depth
!nc=np needed is 4=$kpw0%2 ’ 1=a0. So as long as a0 *
2 is used, the normalized channel depth is small (less than
0:5). It is also worth noting here that, when a channel is
used, the channel parameters (width and depth) should be
chosen based on the matching condition for given laser
power and plasma density [Eqs. (1) and (2)] so that the
leading front of the laser is guided by the density channel
and the back of the laser is guided by the matched ion
channel.

The electrons which are accelerated can be either self-
injected as shown in our sample simulation [Fig. 1(b)] or
externally injected from some other source. For self-
injection, particles in the rear of the blowout region must
be able to catch up with the wake. The physical condition
for this to happen is twofold: first, the blowout radius
should be large enough so that, when the particles reach
the rear of the bubble, they move predominately in the
forward direction with speed close to the speed of light.
Second, at the rear portion of the ion channel, trajectory
crossing occurs leading to a narrow sheath with the highest
accelerating and focusing fields. Therefore, even though
electrons initially have a ! (energy) substantially below the
wake’s Lorentz factor !", they can easily achieve suffi-

cient energy as they are accelerated while they slowly drift
backwards (relatively to the pulse) in the sheath. In our
sample simulation, the effective !" of the wake is around
20 and the normalized blowout radius is around 4. The
initial energy ! of those trapped electrons is substantially
smaller than 20. For even lower plasma densities, we have
performed a number of simulations, where an electron
beam with ! exceeding 10 000 was used as the driver
instead of a laser and we observed self-injected electrons
in each case for a normalized blowout radius around 5.
This indicates that for laser wavelengths in the 0:8#m
range and plasma densities of interest, self-injection will
always happen when we keep the normalized blowout
radius around 4–5. This differs significantly from the claim
in Ref. [20] that

#####
a0
p

> !", or a0 > 400 for our sample
simulation, for self-trapping to occur.

In the regime presented here, the self-injected electron
bunches are highly localized in space with a half-width of
the first bunch of only & 10 fs, i.e. 1c=!p. Once a sufficient
number of electrons have been trapped the trapping process
terminates, as seen in Fig. 1(c). The first electron bunch
reaches an energy of 1.5 GeV and its energy spectrum is
presented in Fig. 3(c). The normalized emittances are
shown in Fig. 4. They may be estimated as the product of
the beam spot size, which roughly scales with 1= ######npp , with
the spread in the momentum perpendicular to the accel-
eration direction, which scales with the relativistic pon-
deromotive potential ( & a0). These simple considerations
show that as we move to lower densities in order to achieve
higher-energy particles the emittances of the self-injected
electrons will increase. This suggests that, for the electron
beam to be useful for high-energy physics or light source,
external injection may be more attractive. As an interesting
aside, simulations also reveal the trapping and acceleration

 

FIG. 4. (Color) The normalized emittance !"N"i ' $
####################################################
h!p2

i ih!x2
i i # h!pi!xii2

q
(where !pi is normalized as indicated by the figure

and the emittance is in units of !xi) and is the approximate area in phase space pixi. For the panels above which correspond to the first
bunch, this formula yields !"N"x ’ 35$ mm radand !"N"y ’ 29$ mm rad. An upper limit for the emittance can be found by
multiplying the typical divergences shown in the figure; this method leads to an overestimation which for this case is about 25%.
For the second bunch of accelerated electrons (not shown in this figure), the emittances are significantly lower: !"N"x ’ 10$ mm rad
and !"N"y ’ 11$ mm rad.

GENERATING MULTI-GeV ELECTRON BUNCHES . . . Phys. Rev. ST Accel. Beams 10, 061301 (2007)
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of the wake can therefore be expressed as !" ’ !g ! !etch,
where !g is the linear group velocity of light in a very
underdense plasma !2

p " !2
0; therefore !" ’ c#1!

3!2
p=$2!2

0%&. The fact that the phase velocity of a wake
excited by an intense laser was less than even the linear
group velocity of a laser was first discussed in [31]. The
distance that the trapped electrons travel until they outrun
the wave (dephasing length) is

 Ld ’
c

c! !"
R ’ 2

3

!2
0

!2
p
R: (4)

We find in numerous 1D, 2D, and 3D simulations that
the etching velocity and hence this dephasing estimate
works well for 2 & a0 & 2

!!!!
nc
n0

q
. The estimate for the upper

value of a0 is discussed later.
To illustrate the process of local pump depletion and its

relationship to photon deceleration [27], we plot the wave
number, kz$z%, of one component of the laser’s electric field
$Ex% after it has propagated through 0.18 cm of plasma for
three different laser intensities, a0 ' 1; 4; 10 in Fig. 2. For
the corresponding simulations in Figs. 2(a) and 2(b), a0 '
4 but the pulse length was 30 and 50 fs, respectively. For

 

FIG. 1. (Color) A sequence of 2-dimensional slices $x! z% reveals the evolution of the accelerating structure (electron density, blue)
and the laser pulse (orange). Each plot is a rectangular of size z ' 101:7 #m (longitudinal direction, z) and x ' 129:3 #m (transverse
direction, x). A broken white circle is superimposed on each plot to show the shape of the blown-out region. When the front of the laser
has propagated a distance (a) z ' 0:3 mm, the matched laser pulse has clearly excited a wakefield. Apart from some local modification
due to beam loading effects, as seen in (b) this wakefield remains robust even as the laser beam propagates though the plasma a
distance of 7.5 mm [as seen in (c) and (d)] or 5 Rayleigh lengths. After the laser beam has propagated 2 mm [as seen in (b)] into the
plasma, one can clearly see self-trapped electrons in the first accelerating bucket. The radial and longitudinal localization of the self-
trapped bunch is evident in part (c). After 7.5 mm the acceleration process terminates as the depleted laser pulse starts diffracting.

W. LU et al. Phys. Rev. ST Accel. Beams 10, 061301 (2007)
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≲ 1 μm

ϵN ≲ 10 μm
- Positrons 
- Ion motion
- Efficiency and beam loading
- Hosing

nb/n0 ≲ 100

Ion motion induced emittance growth on 
e- witness bunch

The corresponding Ff is significantly perturbed around the
axis, as seen in Fig. 2(c), where F⃗f · x̂ in the y ¼ 0 plane is
plotted for several values of ξ. The slope of F⃗f · x̂ is nearly
the same in each slice, but the maximum value and width
grows through the beam. The initial transverse density
profile of the beam is shown as a reference. From Fig. 2(c),
we can also estimate the perturbation of Ez using Panofsky-
Wenzel theorem ΔEz¼

R
dr∂Ff=∂ξ≈ΔrΔFf=2Δξ, which

is on the order of 0.002 for Δr ¼ 0.1, ΔFf ¼ 0.02, and
Δξ ¼ 0.5. The ΔEz is negligible compared to −1.0, which
is that felt by the trailing beam. This is consistent with the
lower resolution simulations where the bubble excitation is
also modeled. The basic reason for such a small perturba-
tion on Ez is that, for each slice, the total charge contained
in the ion density peak is very small, and it changes slowly
along ξ.
In Fig. 2(d), we plot the emittance growth for slices at the

same values of ξ, as well as the projected emittance. The
emittance is seen to rapidly grow and then saturate for each
slice. The projected emittance (and the slice in the middle
of the beam) grows by less than a factor of 1.8, and slices in
the rear of the beam grow only by a factor of 2.1. This
emittance growth is much less than the anticipated growth
[16,17] and that seen in Fig. 1(b) for A ¼ 200 and σ ¼ σx0.
The fundamental reason for the significantly smaller than

expected emittance growth is that the ion compression is
much narrower than the initial beam spot size. This can be

seen in Fig. 3(a), where a lineout of the ion density vs x (for
y ¼ 0) is shown in the middle of the beam; i.e., ξ ¼ 0 is
shown from the above simulation. For comparison, the
initial trailing beam profile (the dashed gray line) and the
prescribed form for the ion density (the dashed red line) for
A ¼ 135.9 and σ ¼ 0.1σx0 are also shown. The narrower
ion compression leads to a smaller value of px0 and to an
anharmonic motion, such that the time average over a
particle’s orbit is less than px0=

ffiffiffi
2

p
. We note that the ion

collapse develops a pedestal outside the core as one moves
through the bunch, although the width of the core remains
unchanged. This effectively increases σ for the later slices.
To quantify the emittance growth, we first note that

just as the emittance quickly reaches a steady state [as seen
in Fig. 2(d)], so too does the beam phase space and the
ion density. In the steady state (where the spot size does
not change), hxpxif ¼ 0, so the final emittance of the beam

is ϵNxf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ifhp2

xif
q

. In addition, in the steady state,

hx2if ¼ fhx2igt;Δt ¼ hfx2gt;Δti, where fgt;Δt represents
the time average of a quantity at time t during a duration
Δt. We can choose a Δt ¼ T that is much larger
than every particle’s oscillation period τ. Therefore,
fx2gt;T ¼ fx2gt;τ ≡ X 2

ave ¼ ð
R x0
0

dx
vx
x2=

R x0
0

dx
vx
Þ ¼ ð

R x0
0 dxx2=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ψðx; ξÞ− ψðx0; ξÞ%

p
Þ = ð

R x0
0 dx =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ψðx; ξÞ− ψðx0; ξÞ%

p
Þ,

where x0 is the maximum value of x, vx ¼ px=γ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2½ψðx; ξÞ − ψðx0; ξÞ%=γ

p
, and ψ is the wake potential

[FfðxÞ ¼ −∂ψ=∂x]. For highly relativistic beams, there is
no phase slippage, so each slice evolves independently with
a different phase space distribution. We henceforth assume
that γ does not change, so it can be brought out of the
integrals. In reality, γ changes adiabatically, and including
this in the numerical work does not alter the results.
Following analogous reasoning leads to fp2

xgt;T¼P2
ave¼

γð
R x0
0 dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ψðx;ξÞ−ψðx0;ξÞ%

p
Þ=ð

R x0
0 dx=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ψðx;ξÞ−ψðx0;ξÞ%

p
Þ.

In Fig. 3(b), we plot px and x vs s ¼ z ≈ ct for an
electron starting at rest at x0 ¼ σx0 in a focusing force with
A ¼ 200 and σ ¼ 0.1σx0 or σ ¼ σx0. The s axis is normal-
ized to the period of the oscillation for each case, while px
and x are normalized to their maximum values px0 and x0.
It is clearly seen that the xðsÞ motion is essentially
harmonic for both cases, while the pxðsÞ motion is very
different for the σ ¼ 0.1σx0 (narrow ion collapse) case; i.e.,
it is anharmonic. Because the xðsÞ motion is harmonic,
X ave=x0 ≈ 1=

ffiffiffi
2

p
for both cases, while, by inspection of

Fig. 3(b), Pave=px0 ≪ 1=
ffiffiffi
2

p
when σ ≪ σx0. To quantify

this, in Fig. 3(c), we plot how Pave, px0, and X ave depend on
x0 and σ for A ¼ 200. This clearly shows that Pave is much
smaller than px0 and that px0 is much smaller when the ion
collapse is narrower.
We now use Pave, X ave, and the initial beam distribution

function, f0ðx; pÞ, to calculate hx2if and hp2if. As men-
tioned before, hx2if ¼ hX 2

avei. To calculate hX 2
avei, we sort
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FIG. 2. PWFAwith ion motion. (a) Nonlinear wake in H plasma
and the drive and trailing beam densities (ξ ¼ 0 is the center of
the trailing beam). (b) Plasma ion density in x-ξ plane (ξ ¼ 0 is
the center of the trailing beam). (c) Ff transverse lineouts at
different ξ’s and the initial beam density profile. (d) The trailing
beam’s projected and slice emittance evolutions. The plasma skin
depth is k−1p ¼ 16.83 μm in these plots.
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Full PIC Quasi-static

Typical e- acceleration modelling Example of work relevant for HEP in e- acceleration

Emittance growth solutions. Use:
- asymmetric beams
- heavier ion species
- smaller than matched witness transverse size
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Tolerances at the nanometric level

∝ exp (− 4πiρz
λu )ρ = (

Kkpλu

8π )
2/3

Ideal driver/witness phase-space profiles

- Particle bunch phase-space
- Laser wavefronts
- Transverse/longitudinal jitter
- Plasma density uniformity

What is the role of realistic elements on emittance 
preservation at the nm scale?

≲ 1 μm

px [arb.units]

p y
 [a

rb
.un

its
]

-1 1
-1

1  particle phase-space

y 
[a

rb
.un

its
]

 x [arb.units]-1 1
-1

1  laser field 

Most previous work focuses on ideal conditions or consider non-ideal (yet real) setups that will (certainly) not preserve emittance 
to the nm level.

experimental/
technological conditions
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Plasma-to-vacuum transitions:  
“Swiss army knife” for quality preservation?

15

Tailored plasma density transition from and to vacuum. 
D. Whittum (1990); Assmann and Yokoya, NIMA 410, 544 (1998).

z

n/n0Concept: Tailored plasma-vacuum transitions 

Quasi-adiabatic matching/extraction*

- Focussing changes slowly compared to local betatron period, or

- Beam RMS parameters adiabatically matched - no emittance degradation 


Optimized matching/extraction**

- Phase advance tailored such that emittance growth is minimized 

- Shorter than quasi-adiabatic transition but sensitive to fluctuations

Mitigation of matching/extraction challenges

*Assmann and Yokoya, NIMA 410, 544 (1998); Floettmann PRAB 17, 054402 (2014); 
Dornmair et al. PRAB 18, 041302 (2015); Mehrling et al. NIMA 829, 367 (2016)

** Vay et al. AIP Conf. Proc. 1777, 040018 (2016); Xu et al. PRL 116, 124801 (2016).

132 density-tapered beam extraction
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Figure 27: Adiabaticity for exponential plasma-vacuum density transition
according to eq. (6.2) with L = 8.0 mm.

In order to quantify if the transition occurred adiabatically, the quan-
tity K0 b̂/K, expressing the adiabaticity is introduced and examined.
If the adiabaticity is much smaller than one, K0 b̂/K ⌧ 1 the transition
occurs fully adiabatic. On the contrary, if K0 b̂/K & 1, the transition
does not act adiabatically on the beam evolution. The adiabaticity for
the three cases C1, C2 and CM, for L = 8.0 mm is depicted in Figure
27. It can be seen that the transition initially is adiabatic but becomes
non-adiabatic towards the exit of the plasma cell.

The longest transition length regarded here is L = 32.0 mm in Fig-
ure 28. This transition transports the matched beam at waist almost
until the exit of the plasma target with âCM,e = �0.15 for the matched
case. The divergence is damped by more than one order of magni-
tude compared to the initial divergence with a gamma function at the
exit of ĝCM,e = 0.057 mm�1 for the matched case. The divergence is
thus reduced by a factor of h = 11.70. Figure 29 shows the adiabatic-
ity for this transition. Although the transition is fully adiabatic for
all beams at the beginning of the decay, the adiabaticity approaches
unity towards the end of the density taper. However, the transition ex-
hibits an significant quasi-adiabatic reduction of the divergence. The
exit beam parameters are less sensitive on the local betatron phase
at the start of the density transition than for the shorter transitions,
but depend on the local phase at the exit. The curves of the Courant-
Snyder parameters for the matched case in Figure 28 indicate that
the beam stays matched and the final parameters at the exit only de-
pend on the plasma density value at the exit. This comes from the
quasi-adiabaticity of the transition.

Figure 30 shows the ratio of the initial divergence over final diver-
gence h = ĝ0/ĝe of the matched case (CM) for different transition
lengths L. For a fully adiabatic transition, the beam stays at waist and
stays matched during the full transition. This means that the final di-
vergence is given only by the final plasma density. The ratio h for such
a fully adiabatic transition is indicated in Figure 30 by the dashed line.

Emittance preservation - plasma to vacuum transitions

T. Mehrling et al, ALEGRO 
2018 workshop

Tailored plasmas and beams

Electron and positron injection and extraction to/from plasma

ALEGRO 2018 workshop, Oxford, UK 
Tue March 27, 2018
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Tailored plasma density transition from and to vacuum. 
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z

n/n0Concept: Tailored plasma-vacuum transitions 

Quasi-adiabatic matching/extraction*

- Focussing changes slowly compared to local betatron period, or

- Beam RMS parameters adiabatically matched - no emittance degradation 


Optimized matching/extraction**

- Phase advance tailored such that emittance growth is minimized 

- Shorter than quasi-adiabatic transition but sensitive to fluctuations

Mitigation of matching/extraction challenges

*Assmann and Yokoya, NIMA 410, 544 (1998); Floettmann PRAB 17, 054402 (2014); 
Dornmair et al. PRAB 18, 041302 (2015); Mehrling et al. NIMA 829, 367 (2016)

** Vay et al. AIP Conf. Proc. 1777, 040018 (2016); Xu et al. PRL 116, 124801 (2016).
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Figure 27: Adiabaticity for exponential plasma-vacuum density transition
according to eq. (6.2) with L = 8.0 mm.

In order to quantify if the transition occurred adiabatically, the quan-
tity K0 b̂/K, expressing the adiabaticity is introduced and examined.
If the adiabaticity is much smaller than one, K0 b̂/K ⌧ 1 the transition
occurs fully adiabatic. On the contrary, if K0 b̂/K & 1, the transition
does not act adiabatically on the beam evolution. The adiabaticity for
the three cases C1, C2 and CM, for L = 8.0 mm is depicted in Figure
27. It can be seen that the transition initially is adiabatic but becomes
non-adiabatic towards the exit of the plasma cell.

The longest transition length regarded here is L = 32.0 mm in Fig-
ure 28. This transition transports the matched beam at waist almost
until the exit of the plasma target with âCM,e = �0.15 for the matched
case. The divergence is damped by more than one order of magni-
tude compared to the initial divergence with a gamma function at the
exit of ĝCM,e = 0.057 mm�1 for the matched case. The divergence is
thus reduced by a factor of h = 11.70. Figure 29 shows the adiabatic-
ity for this transition. Although the transition is fully adiabatic for
all beams at the beginning of the decay, the adiabaticity approaches
unity towards the end of the density taper. However, the transition ex-
hibits an significant quasi-adiabatic reduction of the divergence. The
exit beam parameters are less sensitive on the local betatron phase
at the start of the density transition than for the shorter transitions,
but depend on the local phase at the exit. The curves of the Courant-
Snyder parameters for the matched case in Figure 28 indicate that
the beam stays matched and the final parameters at the exit only de-
pend on the plasma density value at the exit. This comes from the
quasi-adiabaticity of the transition.

Figure 30 shows the ratio of the initial divergence over final diver-
gence h = ĝ0/ĝe of the matched case (CM) for different transition
lengths L. For a fully adiabatic transition, the beam stays at waist and
stays matched during the full transition. This means that the final di-
vergence is given only by the final plasma density. The ratio h for such
a fully adiabatic transition is indicated in Figure 30 by the dashed line.

How can we inject and extract electrons from 
plasma accelerator with nm emittance 

preservation with ion motion, for electrons and 
positrons. 
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Computing requirements

Typical cell sizes in most (not all!) published results

• Longitudinal 
•Transverse 

Δx∥ ∝ λL
Δx⊥ ∝ λp

# cells (order of magnitude) 
1000x100x100

Collider

•Longitudinal 
•Transverse 

Δx∥ ∝ λL
Δx⊥ ∝ σ⊥ ∝ λp/100

# cells (order of magnitude) 
1000x10000x10000Resources are critical! Community based effort!
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Computing resources

Simulation mode particle pushes  time steps cells core-hours
LWFA full PIC 3D 4,69E+23 3,18E+08 1,84E+14 6,51E+13
LWFA full PIC 2D 1,72E+18 2,25E+08 9,58E+08 2,39E+08

envelope/PWFA 3D 1,13E+22 3,18E+08 4,44E+12 1,57E+12
envelope/PWFA 2D 4,15E+16 2,25E+08 2,31E+07 5,77E+06

Simulation mode particle pushes  time steps cells core-hours
LWFA full PIC 3D 1,48E+22 1,01E+08 1,84E+13 2,06E+12
LWFA full PIC 2D 1,73E+17 7,14E+07 3,03E+08 2,40E+07

envelope/PWFA 3D 3,57E+20 1,01E+08 4,44E+11 4,96E+10
envelope/PWFA 2D 4,15E+15 7,11E+07 7,30E+06 5,77E+05

E = 15 GeV; eN = 10 nm

E = 15 GeV; eN = 100 nm

- Quasi-static quasi-3D codes optimised for a few azimuthal modes to account 
for non-cylindrically symmetric effects.

- Boosted frames, provided they can model emittance with nanometric precision



Jorge Vieira | ALEGRO, Hamburg, Germany | March 24th,  2023 

Contents

Collider needs - where we stand

Theory and modelling physics challenges

Computing requirements/resources

Conclusions

(some) essential ingredients to design a single stage



Jorge Vieira | ALEGRO, Hamburg, Germany | March 24th,  2023 

Conclusions and outlook

Connection with collider physics brings new and exciting fundamental physics questions 

Creative field with tremendous progress in both theory and simulations

Prospects are exciting, and a lot of work is ahead of us to explore all we need for HEP at 100 
GeV and beyond.


