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Fault Recording in 2022

Fault tracking and statistics are managed through the Accelerator Fault Tracker (AFT)
Entry points for fault recording are:

« The OP e-logbook, linking to the AFT interface

« The Big Sister, recording faults through the AFT API

NEW in 2022: automatic fault recording extended to all injector complex (following SPS
Big Sister model, with machine-specific logic)
NEW in 2022: automatic fault propagation to downstream machine implemented in AFT
« Significant reduction of the workload on operators to record faults while increasing
granularity (not yet perfect, but on the good track!)

Fault review:
* Meeting each Monday morning with machine coordinators of the injectors to review
faults and expert comments, in preparation for the FOM
* LHC treated with coordinators mostly on an ad-hoc basis
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Linac4 Downtime 1n 2022
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PSB In 2022

Average availability = 95%
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PSB Downtime in 2022
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Long faults:

Ageing of main magnets (?): Leaks found on two QFOs in
2021 (exchanged). Another leak was found on a QDE
during 2022 (TS2 — not in the statistics), which was
patched in situ. (See talk on PSB magnets in this session)

Recurring faults:
Electrical perturbations, increased sensitivity (?)
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PS In 2022

o ' Average availability = 89%
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PS Downtime I1n 2022
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SPS in 2022 (NA destination)

Average availability = 73%
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SPS Downtime In 2022
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https://indico.cern.ch/event/1150196/contributions/4826817/subcontributions/380290/attachments/2439003/4177666/MCa__TCSC_water_leak__6May2022.pdf

LHC In 2022

Average availability = 62%
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LHC In 2022 - Cardiogram
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LHC Downtime in 2022

@ Raw (includes faults in shadows and child faults) @ Root Cause {child faults assignad to parent systems, time in shadow removed)
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https://indico.cern.ch/event/1194219/contributions/5019819/attachments/2500027/4294404/RF_status_20220831_LMC.pdf
https://indico.cern.ch/event/1223245/contributions/5146509/attachments/2557281/4407053/2022_11_30_ufos.pdf

LHC Downtime in 2022 (Turnaround
Penalty)
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LHC Stable Beams in 2022

Stable Beams:
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Operation:
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Plans for 2023 Fault Tracking /
RASWG

Towards fully automatic fault recording in the injectors:

» Discussions ongoing in OP on how to synchronize individual instances of Big
Sister in order to avoid fault duplication while considering propagation to
downstream machines - also improve destination-dependent statistics

» AFT API extension foreseen to receive data from Big Sister in a “new format”

« Continue with weekly fault reviews with machine coordinators, involving also LHC
* Involvement of experimental areas coordinators to be improved
* Increase engagement of equipment groups and system experts in the review

process
« Interest for equipment group performance tracking and maintenance
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Conclusions

« Average availabilities:
* Linac4: 97%, close to Linac2 performance!
« PSB: 95%, the main source of faults was Linac4
 PS: 89%, POPS problems affected operation significantly from September
« SPS: 73%, mainly driven by long faults affecting the NA
 LHC: 62%, strongly affected by RF burst disks rupture (3 weeks downtime)

« Working towards fully automated fault tracking:
« Extension of Big Sister to all injectors
« Automatic fault propagation of faults to downstream machines
« Integration and synchronization of different Big Sister instances foreseen for 2023

« Engagement of machine coordinators and system experts fundamental to ensure high
data quality
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Thank you for your attention



