
EIC सॉ#टवेयर

Overview and Areas 
Where India Can Contribute



The Electron-Ion Collider (EIC)

• World’s first collider of:
• Polarized electrons and polarized protons, 
• Polarized electrons and light ions (d, 3He), 
• Electrons and heavy ions (up to Uranium).

• The EIC will enable us to embark on a precision study of the nucleon 
and the nucleus at the scale of sea quarks and gluons, over all of the 
kinematic range that are relevant. 

• BNL and Jefferson Lab will be host laboratories for the EIC 
Experimental Program. Leadership roles in the EIC project are shared.
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Figure 1.1: Schematic layout of the planned EIC accelerator based on the existing RHIC
complex at Brookhaven National Laboratory.

electrons and ions and use sophisticated, large detectors to identify specific reac-
tions whose precise measurement can yield previously unattainable insight into
the structure of the nucleon and nucleus. The EIC will open a new window into
the quantum world of the atomic nucleus and allow physicists access for the first
time to key, elusive aspects of nuclear structure in terms of the fundamental quark
and gluon constituents. Nuclear processes fuel the universe. Past research has
provided enormous benefit to society in terms of medicine, energy and other ap-

Frontier accelerator facility in the U.S.



Lessons Learned About EIC Software

2016 – 2020 EIC Software Consortium (ESC)

2018 – now Software Working Group (SWG) in EIC User Group (EICUG) 

2019 – 2021 Yellow Report Initiative 

2021 – 2022 Detector Collaboration Proposals

2022 – now EPIC Collaboration: Computing & Software and Simulation, Production, & QA Working Groups

2016 – now Workshop Series on Future Trends in Nuclear Physics Computing

2016 – now Software & Computing Round Table
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https://www.jlab.org/FTNPC
https://www.jlab.org/software-and-computing-round-table


Our Vision for Software & Computing at the EIC  

Software & computing are an integral part of our research:

• Goal We work with a large, international community on data-intensive challenges and AI/ML and would like to 
ensure that scientists of all levels worldwide can participate in EIC analysis actively.

• User-Centered Design: To achieve this goal, we must develop simulation and analysis software using modern and 
advanced technologies while hiding that complexity and engage the wider community in the development. 

Rapid turnaround of data for the physics analysis and to start the work on publications:  

• Goal: Analysis-ready data from the DAQ system. 

• Compute-detector integration with AI at the DAQ and analysis level. 
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“The purpose of computing is insight, not numbers.” Richard Hamming (1962)

Survey

Future Trends in Nuclear Physics Computing2

Survey among NP Ph.D. students and postdocs in 
preparation of ”Future Trends in NP Computing”  



Software is in a very early life stage. 

Common software projects based on Expression of Interest for EIC Software by wider community:

• Avoid duplication of the effort, e.g., workflows for distributed computing.
• Team up on challenges, e.g., running on heterogeneous computing resources.

Major Initiatives: 

• Yellow Report: Physics case, the resulting detector requirements, and the evolving detector concepts for the EIC: 
• Mainly fast simulations and full simulations of detector components. 
• Foundation for detector collaboration proposals. 

• Detector Collaboration Proposals: Very successful in large-scale, detailed full detector simulations:
• ATHENA successfully developed a modular software stack based on common NHEP software. 
• ECCE successfully leveraged familiar software. 
• “State of Software” surveys: Commonality! One software stack! 
• “Lessons Learned” meetings organized EICUG to identify commonality between ATHENA and ECCE and proceed 

with work one software stack. 
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https://eic.github.io/activities/eoi.html
https://arxiv.org/abs/2103.05419
https://www.bnl.gov/eic/CFC.php


One Software Stack for the EIC

• How to decide on our software stack? 
• How do we ensure we work towards to our vision for EIC Software? 
• How do we ensure we meet the needs of the EIC community? 

• Solution: Statement of Principles 
• Community process to define guiding principles for EIC Software. 
• Guiding principles define the requirements for EIC Software. 
• Endorsement by the international EIC community. 
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PDF version, Webpage

https://www.dropbox.com/s/l21sbvmx6fonsk4/EIC%20Software%20-%20Statement%20of%20Software%20Principles.pdf?dl=0
https://eic.github.io/activities/principles.html


Principle 1: DE&I
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Principle 2: Compute-Detector Integration 
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Provisions for streaming readout from the start. 



Principle 3: Heterogeneous Computing
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Our design should be resilient against changing requirements, which 
we can accomplish by building a toolkit of orthogonal components. 

Software design should not limit what systems we can run on. 



Principle 4: User-Centered Design
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Users should not need to know the entire toolchain to 
make meaningful contributions to a single component. 



User-Centered Design 

• State of Software Survey: Collected information on software tools and practices during the Yellow Report Initiative. 

• As part of the State of Software Survey, we asked for volunteers for focus-group discussions: 
• Students (2f, 2m), Junior Postdocs (2f, 3m), Senior Postdocs (2f, 3m), Professors (5m), Staff Scientists (2f, 3m), Industry (2f, 2m)

• Results from the six focus-group discussions: 
• Extremely valuable feedback, documented many suggestions and ideas. 
• Developed user archetypes with Communication Office at Jefferson Lab and UX Design Consultant:

• Repeated State of Software Survey after detector collaboration proposals: 
• The regular software census will be essential to better understand and quantify software usage throughout the EIC 

community. During the next survey, we will also ask on feedback on the user archetypes. 
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User Archetypes: Input to software developers 
as to which users they are writing software for: 
• Software is not my strong suit. 
• Software as a necessary tool. 
• Software as part of my research. 
• Software is a social activity. 
• Software emperors.

https://github.com/eic/documents/blob/master/reports/general/SWG-Survey-202102.pdf


User-Centered Design
• Software census
• Focus groups and user archetypes
• Develop testing community

Data and Analysis Preservations
• User analysis code/software registry
• Tutorials on reproducible analyses

Discoverable Software
• Single point of entry
• Feasible option for >80% of EIC simulations 

and analyses
• Spack as package manager

Workflows
• Template repositories for key analyses
• Template repositories for validation workflows

User-Centered Design: Listen to Users, and/then Develop Software
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Principle 5: Open, Simple, and Self-Descriptive Data Formats
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Principle 6: Reproducible Software
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Data and analysis preservation is a hard problem, rarely 
effectively addressed. We will consider this from the start.



Principle 7: Community 
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Focus on actual content. 



Principle 8: Development and Operation 
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We have deliverables for each of the CD milestones. We will ensure our new development goes hand-
in-hand with continuous reliability to ensure the EIC detector and its science program are successful. 

Our modular approach will facilitate controlled and reproducible incrementalism. 



EPIC Software 
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Results from the “State of Software” surveys:  Commonality; one software stack. 

The design of the modular simulation and reconstruction toolkit for the development of the EPIC detector and the 
EPIC science program is based on the EIC Software: Statement of Principles and a decision-making process 
involving the wider EIC community. 

Edm4eic data model based on edm4hep and podio
Geometry Description and Detector Interface using DD4hep

MC Event 
Generators

Detector 
Simulations in 

Geant4

Readout 
Simulation 

(Digitization)

Reconstruction
in JANA2

Physics
Analyses

Simulation

Distributed Computing Approach for Large-Scale Simulations

CI/eicweb for Detector and Physics Benchmarks and Reproducibility

https://wiki.bnl.gov/EPIC/index.php?title=EIC_Single_Software_Stack_2022


AI4EIC
AI/ML already has an important presence in EIC with many prototypes, e.g., for detector 
optimization or reconstruction methods using ML. 
• Overview: Colloquium: Machine learning in NP
• AI4EIC 2021 and 2022 workshops with 200+ participants each

To explore and develop the full potential of AI/ML for the EIC, we as a community need to move 
from prototyping to production and add promising AI/ML solutions into our workflows. 
• Promising candidate: Detector optimization using ML.
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https://eic.ai

https://inspirehep.net/literature/1984754
https://eic.ai/workshops
https://eic.ai/


Software in very early life stage

• AI4EIC 
• Detector collaborations

• EPIC Software and 2nd detector efforts 
• Geant4 collaboration
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• HEP Software Foundation
• Key4Hep
• Theory community

• MC4EIC (MC event generators for the EIC)

• Software development (and operations):  

• Focus on common software tools
• Avoid duplication of efforts. 
• Team up on challenges, e.g., heterogeneous computing. 

• Engage with the wider NHEP community

Unique challenges

• EIC is an unique facility. EIC experiments will differ 
from typical HEP experiments (asymmetric tracker, 
beam with crossing angle, PID, ...).

Lots of areas to contribute to! 



Strong Software Involvement From India Starting From EIC Yellow Report 

1. Akal University Ramandeep Kumar

2. Central University of Karnataka Deepak Samuel

3. DAV College Monika Bansal

4. Goa University Prabhakar Palni
5. Indian Institute of Technology Bombay Sadhana 

Dash and Basanta Nandi

6. Indian Institute of Technology Delhi Tobias Toll

7. Indian Institute of Technology Indore Ankhi Roy

8. Indian Institute of Technology Madras Prabhat 
Pujahari

9. Indian Institute of Technology Patna Neha Shah

10. MNIT Jaipur Kavita Lalwani

11. Panjab University Lokesh Kumar

12. RKMRC College Amal Sarkar
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and 3



EIC User Stories from 2021
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Priorities for Detector Design
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• Detector Simulations 
• Validation of Geant4: Make test-beam setup and results available. 
• Detector design optimization using AI/ML. 
• Accelerate detector simulations: 

• Fast and accurate simulations using AI/ML, e.g., for simulation of calorimeters, Cherenkov detectors. 
• Fast simulations fully integrated into Geant4. 

• Reconstruction
• Accelerate reconstruction using AI/ML. 
• Reconstruction with far-forward detectors fully integrated. 

Roman Pots

Off-Momentum Detectors

B0 Silicon Tracker and Preshower

Zero-Degree Calorimeter

B0pf combined function magnet

Focusing Quadrupoles

The Far-Forward Detectors

4

B1apf

PbW04 
EMCAL

All simulations done in GEANT4

9

THE COMPLETE DETECTOR

Total size detector: ~75m

Central detector: ~10m

Backward electron detection:   ~35m

Forward hadron spectrometer: ~40m

Auxiliary detectors needed to tag particles with 

very small scattering angles both in the outgoing 

lepton and hadron beam direction 

(B0-Taggers, Off-momentum taggers, Roman 

Pots, Zero-degree Calorimeter  and low Q2-

tagger). 

Barrel

Central 
Detector  
(CD)

EICUG meeting, Stony Brook, 7/26-29 , 2022                                                                             S. Dalla Torre

Slide from Alex Jentsch



R&D Towards Next-Generation Detector Simulations
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Detector 
Simulation

• EIC focused project
• Turn-key application
• Built on top of Geant4 for full and fast simulations 
• With library of potential detector option

Project • Support for high concurrency heterogeneous architectures and fast simulations 
integrated with full detector simulations allows to leverage AI/ML in Geant4.

• Next phase in concurrent Geant4: Sub-event parallelism.

Requirements • Ease of leveraging new and rapidly evolving technologies:
• AI/ML to accelerate simulations 
• Heterogeneous architectures: 

• AI/ML is the best near term prospect for using LCF/Exascale effectively. 
• Ease of switching detector options 
• Ease of switching between detailed and coarse detector descriptions



Start building a MC Event Generator (MCEG) Community for the EIC 
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Satellite workshop during POETIC 8 



MC4EIC in 2021
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Goals of MC4EIC 

• Establish a foundation for in-depth look at event 
generators currently used or developed for the EIC.

• Understand precision level to be satisfied by event 
generators in order to match experimental analysis 
requirements.

• Highlight areas in need of cross-talk between 
theory and experiment. 

• Establish benchmarks for MCEG development.

210 participants. 

Workshop report has been input to Snowmass white 
paper on “Event Generators for High-Energy Physics 
Experiments” 

https://inspirehep.net/literature/2055764


Event Generators for the EIC
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Monte Carlo Simulation of 

• electron-proton (ep) collisions,  

• electron-ion (eA) collisions, both light and heavy ions, 

• including higher order QED and QCD effects, 

• including a plethora of spin-dependent effects.  

Common challenges, e.g. with DUNE or HL-LHC: High-
precision QCD measurements require high-precision 
simulations. 

Unique challenges MCEGs for electron-ion collisions and 
spin-dependent measurements, including novel QCD 
phenomena (e.g., GPDs or TMDs). 
Will result in deeper understanding of QCD factorization and 
evolution, QED radiative corrections, hadronization models 
etc. 

Cross-cutting aspects of MCEG R&D
in NHEP (arXiv:2203.11110)

https://arxiv.org/abs/2203.11110


MC4EIC in 2022
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1) Following up directly on previous workshops, we have had in-depth reports on the precision of foreseen measurements 
and the related MCEG needs. 

2) This framed a discussion of MCEGs that are currently being developed for the EIC. Developers presented the status of 
their MCEG projects and the thrust of future R&D. We discussed where we can work together. 

3) Developing precision simulation will require advancements in QCD theory and computational methods, as well as a close 
dialogue between experimentalists and theorists. We concluded the workshop with a discussion on how to facilitate this 
dialogue and work together on cross-cutting aspects between theory and experiment in NHEP.



EIC in the Era of Streaming Readout and AI/ML

Rapid turnaround of data for the physics analysis and to start the work on publications:  

• Problem Aligned, calibrated, reconstructed, and validated data for physics analyses and the resulting publications 
available after O(1year) due to complexity of NP experiments (and their organization). 

• Goal Analysis-ready data from the DAQ system. 

• Solution Compute-detector integration with AI at the DAQ and analysis level. 
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Principle 2: 
We will have an unprecedented compute-detector 
integration:
• We aim for autonomous alignment and calibration.
• We aim for a rapid, near-real-time turnaround of the raw 

data to online and offline productions.

More details https://eic.github.io/activities/principles.html

https://eic.github.io/activities/principles.html


Alternative readout mode: Streaming
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Traditional trigger-based readout

• data is digitized into buffers
• trigger starts readout
• parts of events are transported to an event builder where they are 

assembled into events
• at each stage the flow of data is controlled by back pressure
• data is organized sequentially by events

Streaming readout

• data is read continuously from all channels
• validation checks at source reject noise and suppress empty channels
• data then flows unimpeded in parallel channels to storage or a local 

compute resource
• data flow is controlled at source
• data is organized in multiple dimensions by channel and time



Streaming Readout: Trigger-less data acquisition 

Definition of Streaming Readout
• Data is digitized at a fixed rate with thresholds and zero suppression applied locally. 

• Data is read out in continuous parallel streams that are encoded with information about when and where the 
data was taken. 

• Event building, filtering, monitoring, and other processing is deferred until the data is at rest in tiered storage. 
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Advantages of Streaming Readout
• simplification of readout (no custom trigger hardware and firmware) 

• trigger-less readout: 
• beneficial for experiments that are limited by event-pileup or overlapping signals from different events
• beam time is expensive so data mining or taking generic datasets shared between experiments is 

becoming popular: loosen triggers to store as much as possible

• opportunity to streamline workflows

• take advantage of other emerging technologies



Integration of DAQ, analysis and theory to optimize physics reach
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Research model with seamless data processing from DAQ to data analysis

• Building the best detector that fully supports streaming readout and AI/ML: 
• FastML for alignment, calibration, and reconstruction in near real time. 

• Applications and Techniques for Fast Machine Learning in Science (Front.Big Data 5 (2022) 787421)
• AI for intelligent decisions 

• For rapid turnaround of data for the physics analysis and to start the work on publications. 

Front-End Front End 
data

Front-End Front End 
data

Front-End Front End 
data

Data Processor Analysis 
data Theory

https://inspirehep.net/literature/1951634


Streaming Readout and (near) real-time processing
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Front-End Front End 
data

Front-End Front End 
data

Front-End Front End 
data

Data Processor Analysis 
data

Data Processor 
• Assembles data into physics events
• Outputs data suitable for physics analyses 

and the resulting publications

Features
• FastML

• Autonomous alignment
• Autonomous calibration
• Reconstruction
• Event filtering based on full event 

information
• Autonomous anomaly detection

• AI
• Responsive detectors 
• Conscious experiment
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b3 LHCb Upgrade Dataflow

HLT1 challenge: reduce 5 TB/s to 70-200 GB/s in 
real-time with high physics efficiency

https://indico.jlab.org/event/420/


On-Beam Validation of Streaming Readout at Jefferson Lab
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Fig. 11 Diphoton invariant mass spectra. Top: standard
clustering algorithm (benchmark) and k-means, shown with
different configurations of the hyperparameters. Bottom: the
same with HDBSCAN.

gorithm to test the tuning of the hyperparameters (Fig.
11 shows only one particular case). For HDBSCAN we
also extend the clustering to the entire information avail-
able in the calorimeter (4D: x, y, t, E). Loose selection
criteria with fiducial cuts is applied consistently in all
cases in Fig. 11 to produce the corresponding dipho-
ton invariant mass spectra. With this simple and clean
dataset, the ⇡

0 yields obtained with the different meth-
ods are comparable, but k-means retained more back-
ground at lower mass value. As expected, the runtime
of k-means is comparable to the standard algorithm,
while HDBSCAN is 30% slower on average due to its
more complex calculations. On the other hand, HDB-
SCAN is a more suitable clustering strategy for more
complex data, as it handles high multiplicity, noise, and
complex topologies. No cuts on the membership proba-
bilities or outlier scores of the hits have been applied in
the HDBSCAN case — this is a promising opportunity
that is left for future studies. In Sec. 5.2.3, we will run
the AI-based clustering algorithms on data taken dur-
ing the SRO tests and provide a detailed description of
the accomplished analysis.

5 On-beam test results

5.1 Hall-D

Tests were performed parasitically during GlueX high-
luminosity runs with a 350 nA photon beam. The pro-
totype was irradiated with a 4.7GeV secondary elec-
tron beam centered with respect to the matrix central
crystal. Figure 12 shows a sketch of the experimental
setup.
Two different DAQ setups were used: triggered mode
(integrated into GlueX data acquisition), and streaming
readout. Tests with triggered DAQ were performed by
applying the same methodology described in Ref. [19].
The signal amplitude from each PMT was recorded by
an FADC whenever a lepton hit a PS hodoscope tile.
For SRO tests, each PMT signal was digitized by the
WaveBoard and streamed to TRIDAS software, where
a threshold equivalent to ⇠ 2GeV, defined a L1 event.

Fig. 12 Schematic of the prototype tests installed in the
Hall-D beamline behind the pair spectrometer

5.1.1 Data analysis and results

To validate the performance of the SRO DAQ chain, we
compared the energy resolution obtained in triggered
and SRO mode. The SRO data analysis was performed
within the JANA2 framework, where a dedicated clus-
tering algorithm was implemented. Fig. 13 shows the
energy spectrum of the nine channels. The effect of the
L1 threshold is clearly visible for the central crystal.

The selection algorithm identified events with a large
energy deposited in the central crystals (assumed to
be the EM shower seed) and summed all hits in the
other channels within a time window of 100 ns. A cut
on the energy-weighted x-y hit position was used to
exclude events hitting the side crystals after a rough
inter-channel energy calibration (the procedure is the
same as described later for triggered mode). The clus-
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Fig. 20 Distribution of �� invariant mass. The two peaks
were fit with Gaussian functions (red dashed lines) plus a
quadratic polynomial function for the background (blue line).
The green line represents the overall fit. As discussed in
Fig. 17, the lower mass peak corresponds to the Al window,
the larger mass peak to the Pb target.

second peak, determined by integrating the respective
Gaussian function from �3 to 3�, were found to be
966 ± 164 and 1378 ± 275, respectively. The latter is
in agreement within 30% of the theoretical expectation
for generated ⇡

0 by the interaction of the beam with
the lead target via real and virtual photoproduction
mechanisms. The former exceeds the expected yield re-
lated to the production from the two Al windows by a
factor ⇠ 4. This discrepancy could be due to the pres-
ence of other materials placed near the two Al windows
(e.g. glue, mechanical support) contributing to the ⇡

0

production and consequently increasing the measured
yield.

5.2.4 JLAB SRO-DAQ performance

During the Run-2 tests, a study of SRO DAQ perfor-
mance was conducted. From the front-end, a data rate
of about 800 MB/s per uplink was measured with no
data frame dropping (100% livetime). Since the setup
consisted of 3 VXS crates with 6 fiber uplinks, the total
data rate reached up to 4 GB/s.
To study the performance of the back-end, the front-
end thresholds and TriDAS parameters (i.e. the num-
ber of instances of HMs and TCPUs) were varied. Dur-
ing tests, the memory occupancy and the CPU load per
TriDAS process were checked against the data through-
put. An uneven distribution of data sources was found
to have a significant impact on TriDAS performance.
This is not a surprise, since the system was originally

designed for a neutrino telescope, where all detection
elements produce almost the same data throughput,
providing a well distributed and balanced load to the
HM. The best performance was achieved with a single
memory assignment to fulfill the requirements of ev-
ery instantiated HM. However, throughput homogene-
ity is not guaranteed in CLAS12 streams. The topol-
ogy of the physics events created sizeable gradients in
the throughput across different sectors of the FT-CAL
and FT-HODO detectors. The first version of the Tri-
DAS implementation, which is not yet optimized, han-
dles this problem by dimensioning all memory buffers
according to the maximum size necessary to accommo-
date the largest data stream. This of course biases the
measured memory occupancy.
The front-end thresholds were varied to provide a data
throughput ranging from a few tens of Mbit/s up to al-
most 100Mbit/s. The HM processes were instantiated
on one Linux server with 48 cores, 1 GHz each and
64 GB RAM. The number of HM instances per run
were raised from 5 HMs, 10 HMs and 20 HMs. The de-
tector was subdivided in 5, 10 and 20 sectors, accord-
ingly. The CPU load increased almost linearly with the
number of HM instances, 500%, 850% and 1600%, re-
spectively. This is implicit in the multi-threaded design
of TriDAS. Meanwhile, the HM memory occupancy re-
mained almost constant at about 12–1 GB per run. This
is consistent with the 500 kB/channel/timeslice buffer
size, and the fact that the number of HMs is inversely
proportional to the number of served channels per HM,
which is the total number of FT+Hodo channels, i.e. a
constant on the order of ⇠ 500.
Ten instances of TCPUs, each capable of handling 5
timeslices at time, run on two CPU servers. As men-
tioned in Sec. 4.3, the TCPU implements different trigger-
level algorithms. The Level 1 performance was found
to be strongly affected by hit sorting in the considered
timeslice. The profiling of this nonlinear performance
was reported in [11]. The Level 2 trigger was not al-
ways used, in order to determine the impact of running
TriDAS with or without the JANA algorithms. The
CPU load per TCPU instance ranged from 400% with-
out any JANA trigger, to 800% including the standard
clustering, the 1 : 10 scaler and the minimum bias selec-
tion algorithms, and, up to 1600% when processing the
AI clustering. Generally the memory usage remained
within 20–24 GB. However, it doubled when running
the AI algorithm, indicating the need for optimization.

Tests included AI-supported real-time tagging and selection algorithms (Eur.Phys.J.Plus 137 (2022) 8, 958)

• Standard operation of Hall-B CLAS12 
with high-intensity electron-beam 

• Streaming readout of forward tagger 
calorimeter and hodoscope

• Measurement  of inclusive π0

hadronproduction

• Prototype of EIC PbWO4 crystal 
EMCAL in Hall-D Pair Spectrometer

• Calorimeter energy resolution of SRQ 
compatible with triggered DAQ.

https://inspirehep.net/literature/2029146


Software & Computing for the EIC

• Software Development and Operations
• MCEGs: Work with theory community in NHEP
• Detector simulations
• Digitization / streaming readout simulation
• Reconstruction of integrated EIC detector 
• Physics analysis algorithms for high-precision studies 
• Modular framework, including support for streaming readout and heterogeneous computing 
• Containers/infrastructure/Spack
• Workflow tools and environment
• Metadata
• Large-scale simulations / simulation campaigns
• AI/ML at any level of the EIC
• Heterogeneous computing

• Data and analysis preservation: Reproduce, reuse, and re-interpret EIC results  

• Training, documentation, and user support
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EPIC Computing & Software and 
Simulation, Production, & QA WGs 
are organizing the WGs now with 
subgroups giving many possibilities 
for shared leadership and 
responsibilities. 

Ongoing “Next Steps” process to 
tackle topics important to get right 
early in the process. Join the 
discussions on Wednesdays at 11:00 
a.m. (EST). 

Tests with eA data: 
• ep data from HERA (H1, ZEUS, HERMES)
• ep and eA experiments at Jefferson Lab CEBAF 12 



How to get involved 

• Mailing lists for announcements: 
• https://lists.bnl.gov/mailman/listinfo/eic-projdet-compsw-l
• https://lists.bnl.gov/mailman/listinfo/eic-projdet-simqa-l

• Mattermost for discussions: https://eic.cloud.mattermost.com/
• GitHub for software development: https://github.com/eic

QCD with Electron Ion Collider II, December 18, 2022. 35

We can organize software tutorials 
for the institutions from India! 

S. Joosten

THE EPIC SOFTWARE AND COMPUTING TEAM(S)
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https://lists.bnl.gov/mailman/listinfo/eic-projdet-compsw-l
https://lists.bnl.gov/mailman/listinfo/eic-projdet-simqa-l
https://eic.cloud.mattermost.com/
https://github.com/eic


EIC सॉ#टवेयर: Overview and Areas 
Where India Can Contribute

Markus Diefenthaler
mdiefent@jlab.org

• Software & Computing will be an integral part of EIC 
science. 

• We have a vision and guiding principles for EIC Software 
& Computing and defined the EPIC software stack. 

• The first EPIC large-scale simulation campaign is running. 

• There are many areas where where India can contribute, 
e.g.: 
• AI/ML and heterogenous computing for next-

generation simulations. 
• MCEGs development. 
• Streaming readout and AI/ML for rapid turnaround of 

data for the physics analysis. 

• Many cross-cutting aspects with NHEP. 


