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• EDF/RTE foresees stress on the French electrical network from 15th October 2022 
onwards (weather dependent – warm October so far)

• If the situation requires EDF/RTE requires:

• A voltage drop (~ 5%) – no impact for CERN

• Load shedding for a few hours (during days) with pre-warning – impact for CERN

• In the worst case possible complete power cut – low probability but high impact

• Load shedding scenarios for CERN

• Several scenarios identified to reduce electrical consumption 

• Workflow and procedures to execute load shedding scenarios have been defined

• Various measures being implemented to save energy on CERN sites (public lighting, 
central heating reduction, etc.)

• Early stop of the complex…

Electrical Load Shedding - Accelerator Complex
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Annual Consumption during a Run

Average (17,18) [GWh]

Annual total ~1.3 TWh



2022: Complex starts year end technical stop (YETS) 2 weeks early

• Stop Monday 28th November instead of Monday 12th December

• Explicit request/offer from EDF (~10 MCHF plus savings from reduced consumption)

• Demonstration of CERN’s social responsibility in difficult times

Schedule impact

• No 2022 LHC ion run – compensation in future years

• Maintain shorter 2022 SPS North Area Pb ion run (reduced by 2 weeks, compensation in 23)

• Keep end of 2022 physics run dates for ISOLDE, n_TOF, PS-EA  on 28th November

2023/2024: 19 weeks YETS

• Explicitly included in MTP – draft schedule in place

• Social responsibility – could easily roll-back if situation improves

2022 Schedule Adjustments
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SPS for the North Area suffered from three 
long faults during the first weeks of the run

Availability Overview - Injectors
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Facility Destination Expected 2022

Total [%]

Achieved 2022

Total [%]*

LINAC4 - 95 96.8

PSB
PS

90 94.8
ISOLDE

PS

SPS

87 89.6
nTOF

AD

East Area

SPS

LHC

84

91.3

North Area 71.9

AWAKE 92.9

HiRadMat 95.4

* Availability since start of physics for the machine concerned

Linac4, PSB, PS since 28.03.2022 & SPS since 25.04.2022

Otherwise looking good across the complex



• SPS North Area ion run reduced by 2 weeks

• AWAKE run reduced by 1 week

• All physics ends 28 November @ 06:00

• No impact for ISOLDE, n_TOF, East p+

• RP Cool-down during YETS

• ISOLDE, n_TOF, PS-EA p+

Injectors Schedule 2022 – Q4 Update
Start of YETS 2 weeks earlier than foreseen
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LHC highlights - 5th July

After ~ 11 weeks of commissioning

First Stable Beams energy record 13.6 TeV on 5th July

• Cryo managed to recover just in time from a rather 

heavy quench in the morning !!

Very successful event as reported by the communication team

Many thanks to the IR-ECO and the many other services and 

experiments for the organization and collaboration in the event!



LHC – intensity ramp-up



Luminosity production
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Good progress following first Stable Beams on 5th July

However, 23rd August, lost cooling, and then cryogenics in point 4 – three RF cavity pressure release discs 

ruptured – had to warm up cavities to flush H20 – cool back down and re-condition – 3 weeks beam time lost

Opportunity taken to bed-in main dipoles at 6.8 TeV – continued training at nominal +100 A

Beam back 20th September after scheduled technical stop – looking good since



2022 GPD records (courtesy ATLAS)
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Stunning performance!





LHCb
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• Pb ion run 2022 run postponed

• Longer ion runs in the coming year(s) to compensate 

• Short (2-day) Pb ion test run

• End of 2022 run 06:00 28th November

2022 – Q4 – updated LHC schedule
Start of YETS 2 weeks earlier than foreseen

28.09.2022
R. Steerenberg | 2022 LHC Schedule Update &

Draft 2023 LHC Schedule
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Electricity

• Ending 2022 Run 2 weeks early 

• Prepared for load shedding when and if required

Accelerator complex in good shape overall – all facilities operating

LHC commissioned successfully, Run 3 physics started on July 5th 

• Intensity and luminosity followed a steep curve despite a battle against UFOs and 

electron cloud

• The complex luminosity levelling mix of Run 3 was implemented in a record time –

now fully operational – excellent performance

• The beam intensity is currently limited by electron cloud

• Schedule updates following RF incident and a 2-week shorter run

Conclusions
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our colleagues from across the organization.



Backup
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Cryomodule with safety valve assembly

Safety dome with release 

valve and rupture disc



Safety valve assembly

Pressure 

release valve 

(1.8 bar)

(1.9 bar)

Rupture disc

(2.1 bar)

(1.9 bar)



Summary of intervention on RF cryomodules

Tuesday 06/09: Installation of new safety
valve configuration

• New parts arrived from Germany Tues. 13:00

• Intervention completed during 
afternoon/evening

Wednesday 07/09:

• Leak checks of valve assemblies @1.5 bar 
and insulation vacuum

Friday 09/09:

• He circuit purge

• Cooldown started on all 4 modules

• Cooldown and module filling completed over 
the weekend

• Thermalisation sufficient to start RF 
conditioning on Monday 12/09

New configuration

Pressure release valves @ 1.7 bar

Beam back 20/09 following the cool-down, RF conditioning, and foreseen technical stop



Heatload
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