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Relativistic AA collisions: the QGP
Initial state: collision of two Lorentz-contracted nuclei


• Fast thermalization → 1 fm/c


• Phase transition (cross-over) to hadron gas                         
(Tc = 156.5 +/- 1.5 MeV P. Steinbrecher et al. Nucl. Phys. A 
982 (2019) 847)


→ Color confinement: hadronization


• Chemical freeze-out (Tch ≈ 153 MeV)


→ inelastic collisions stop: particle abundances fixed


• Kinetic freeze-out (Tfo ≈ 100 MeV)


→ elastic collisions stop: particle spectra fixed


• Particles fly towards detectors

τ ≈

2

Nuclear Physics A 987
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the collision, we expect a greater effect on photon aniso-
tropic flow; this will be examined in a subsequent work.
We emphasize that preequilibrium dynamics that is not
fully accounted for may still influence the amount of initial
transverse flow.

The effect of changing the switching time from !switch ¼
0:2 fm=c to !switch ¼ 0:4 fm=c is shown in Fig. 5. Results
agree within statistical errors, but tend to be slightly lower
for the later switching time. The nonlinear interactions of
classical fields become weaker as the system expands and
therefore Yang-Mills dynamics is less effective than hydro-
dynamics in building up flow at late times. Yet it is reassur-
ing that there is a window in time where both descriptions
produce equivalent results.

Because a constant "=s is at best a rough effective mea-
sure of the evolving shear viscosity to entropy density ratio,
we present results for a parametrized temperature dependent
"=s, following [38]. We use the same parametrization (HH-
HQ) as in Ref. [38,39] with a minimum of ð"=sÞðTÞ ¼ 0:08
at T ¼ 180 MeV, approximately at the crossover from
quark-gluon plasma to hadron gas in the used equation of

state. The result, compared to "=s ¼ 0:2 is shown for
20%–30% central collisions in Fig. 6. The results are indis-
tinguishable when studying just one collision energy. The
insensitivity of our results to two very different functional
forms may suggest that the development of flow is strongly
affected at intermediate times when"=s is very small. Also,
since second order viscous hydrodynamics breaks down
when!#$ is comparable to the ideal terms, our framework
may be inadequate for too large values of "=s.
We compare results for top RHIC energies, obtained

using a constant "=s ¼ 0:12, which is about 40% smaller
than the value at LHC, to experimental data fromSTAR [40]
and PHENIX [1] in Fig. 7. The data arewell described given
the systematic uncertainties in both the experimental and
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FIG. 4 (color online). Root-mean-square anisotropic flow co-
efficients hv2

ni1=2, computed as a function of centrality, compared
to experimental data of vnf2g, n 2 f2; 3; 4g, by the ALICE
Collaboration [3] (points). Results are for 200 events per central-
ity with bands indicating statistical errors.
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FIG. 5 (color online). Comparison of vnðpTÞ using two differ-
ent switching times !switch ¼ 0:2 fm=c (wide) and 0:4 fm=c
(narrow). Experimental data by the ATLAS Collaboration using
the EP method [4] (points). Bands indicate statistical errors.
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FIG. 6 (color online). Comparison of vnðpTÞ using constant
"=s ¼ 0:2 and a temperature dependent ð"=sÞðTÞ as parame-
trized in Ref. [38]. Experimental data by the ATLAS
Collaboration using the EP method [4] (points). Bands indicate
statistical errors.
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FIG. 7 (color online). Comparison of vnðpTÞ at RHIC using
constant "=s ¼ 0:12 and a temperature dependent ð"=sÞðTÞ as
parametrized in Ref. [38]. Experimental data by the PHENIX [1]
(open symbols) and STAR [40] (preliminary, filled symbols)
Collaborations. Bands indicate statistical errors.
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QGP in AA collisions
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Collectivity: radial and anisotropic flow described by hydro models
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QGP in AA collisions
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Partonic energy loss: jet quenching and energy loss hierarchy → 


• Non prompt  produced from B decays

Rπ
AA ∼ RD

AA < RB
AA

J/ψ RAA =
1

⟨NColl⟩
d2N/dydpT |AA

d2N/dydpT |pp

CMS PLB 785 (2018) 14
The CMS Collaboration / Physics Letters B 785 (2018) 14–39 19

Fig. 3. Distribution of xjγ = pjet
T /pγ

T in five pγ
T intervals for 0–30% centrality (top, full circles) and 30–100% centrality (bottom, full squares) PbPb collisions. The smeared pp

data (open symbols) are included for comparison. The vertical lines (bands) through the points represent statistical (systematic) uncertainties.

Fig. 4. The 〈xjγ 〉 values (top) and R jγ , the number of associated jets per pho-
ton (bottom), in 0–30% centrality (left, full circles) and 30–100% centrality (right, 
full squares) PbPb collisions. The smeared pp data (open symbols) are added for 
comparison. The vertical lines (bands) through the points represent statistical (sys-
tematic) uncertainties.

centrality PbPb collisions. At higher pγ
T in the more central PbPb

events, the 〈xjγ 〉 value is lower than in pp data.
With a jet pT threshold of 30 GeV/c, the 〈xjγ 〉 values observed 

for the selected photon+jet pairs likely underestimates the actual 
imbalance. Photon+jet pairs for which the momentum of the as-
sociated jets falls below the jet pT threshold do not contribute 
to the 〈xjγ 〉 value. To assess how the “missing” jets might af-
fect the 〈xjγ 〉 results, the average number of associated jets per 
photon passing the analysis selections, R jγ , is shown in Fig. 4 (bot-
tom). In the 0–30% most central PbPb collisions, the value of R jγ
is found to be lower than in the smeared pp data in all leading 
photon pT intervals. The absolute difference is approximately con-
stant as a function of pγ

T , but the relative difference is larger at 
lower pγ

T , since the R jγ in pp collisions is itself lower in that re-
gion.

4.3. Jet yield ratio

Fig. 5 shows, as a function of pjet
T for several pγ

T intervals and 
two PbPb event centrality intervals, the ratio of the associated jet 
yields in PbPb and smeared pp events, Ijet

AA:

Ijet
AA =

(
1

Nγ
PbPb

dN jet
PbPb

dpjet
T

)/(
1

Nγ
pp

dN jet
pp

dpjet
T

)

. (3)

This variable reflects the modification of the associated jet pT

spectra by the medium. In 30–100% PbPb events, the Ijet
AA val-

ues are slightly suppressed for photon candidates with pγ
T <

80 GeV/c, and consistent with unity for photon candidates with 
pγ

T > 80 GeV/c. For 0–30% centrality PbPb events, a suppression 
of approximately a factor of 2 is observed at low pγ

T . As the pγ
T

increases, the larger phase space allows quenched jets to remain 
above the kinematic selections, which translates to a slight excess 
of quenched jets appearing at low pjet

T . This is seen in the top row, 
where Ijet

AA for low pjet
T increases with pγ

T while the Ijet
AA at large pjet

T
stays roughly constant.

4.4. Centrality dependence

The centrality dependence in PbPb collisions of xjγ spectra for 
pγ

T > 60 GeV/c is shown in Fig. 6. In the most peripheral colli-
sions (50–100% centrality), the xjγ distribution agrees with the 
smeared pp reference data. As collisions become more central, the 
PbPb distributions shift towards lower xjγ and the integrals of the 
xjγ spectra become smaller. This is consistent with the expecta-
tion that a larger amount of parton pT is transported out of the 
jet cone as a consequence of the larger average path length that 
the parton needs to travel through in more central PbPb collisions 
[57,58].

Fig. 7 shows 〈xjγ 〉 and R jγ in pp and PbPb collisions as a func-
tion of event centrality, quantified by 〈Npart〉, which is the mean 
number of participating nucleons within a given centrality inter-
val. The 〈Npart〉 values are estimated from a MC Glauber model [15,
59]. In central collisions, a suppression of both 〈xjγ 〉 and R jγ is 
observed in comparison to the smeared pp reference data, con-
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Fig. 3. Distribution of xjγ = pjet
T /pγ

T in five pγ
T intervals for 0–30% centrality (top, full circles) and 30–100% centrality (bottom, full squares) PbPb collisions. The smeared pp

data (open symbols) are included for comparison. The vertical lines (bands) through the points represent statistical (systematic) uncertainties.

Fig. 4. The 〈xjγ 〉 values (top) and R jγ , the number of associated jets per pho-
ton (bottom), in 0–30% centrality (left, full circles) and 30–100% centrality (right, 
full squares) PbPb collisions. The smeared pp data (open symbols) are added for 
comparison. The vertical lines (bands) through the points represent statistical (sys-
tematic) uncertainties.
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Fig. 3. Distribution of xjγ = pjet
T /pγ

T in five pγ
T intervals for 0–30% centrality (top, full circles) and 30–100% centrality (bottom, full squares) PbPb collisions. The smeared pp

data (open symbols) are included for comparison. The vertical lines (bands) through the points represent statistical (systematic) uncertainties.

Fig. 4. The 〈xjγ 〉 values (top) and R jγ , the number of associated jets per pho-
ton (bottom), in 0–30% centrality (left, full circles) and 30–100% centrality (right, 
full squares) PbPb collisions. The smeared pp data (open symbols) are added for 
comparison. The vertical lines (bands) through the points represent statistical (sys-
tematic) uncertainties.
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Suppression of quarkonium: increases from peripheral to central AA collisions
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Compelling evidence of QGP formation 
putting together SPS, RHIC and LHC results!

A. Timmins Quark-gluon plasma properties from LHC data  22 May 2023, 18:15

https://indico.cern.ch/event/1198609/contributions/5316848/
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Pre LHC: pp, pA and AA
• At the LHC: QGP is formed in AA collisions → clear signatures (e.g. flow, strangeness enhancement, 

nuclear modification factor, jet suppression, ...)


• p—Pb → control experiment, disentangle cold nuclear matter effects


• pp collisions → reference for Pb—Pb

7

CDS - record/2034251ppCDS - record/1511083p-Pb

CDS - record/2202730

Pb-Pb
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Collective evolution: two particle correlation
• Collective expansion translates into long range modulation of particle emission in azimuth

8
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Collective evolution holding until pp?

9

CMS PLB 724 (2013) 213
CMS JHEP 1009:091 (2010)

Decreasing systems size

• Collective expansion translates into long range modulation of particle emission in azimuth 

• Also observed in p-Pb and pp → "small systems" is born


• Collective expansion also at play? Under which conditions does this not happen?
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Small systems post LHC
• Tentative definition: "system a priori too small to show characteristics of heavy ion physics and however in 

which we observe them" → small systems are defined from AA 

• Nota bene: with this definition a system "too small" is not defined a priori → sometimes a final state looking 
like a large system, at least for charged particle multiplicity


• Minimum Bias pp still holds as the reference → high-multiplicity events  O(10-4) of the total cross section∼

10

CDS - record/2034251ppCDS - record/1511083p-Pb

CDS - record/2202730

Pb-Pb CDS - record/2034251pp

Decreasing systems size
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• High multiplicity → many partonic interactions → many color strings → color string shoving!

Shoving – latest development, not production code

Pressure in transverse plane from overlaps.
Shoving resolved pair-wise, p? conservation.
Practically done by adding a small excitation (gluon) to the string in
each slice. (CB et al: arXiv:1612.05132 [hep-ph])

Christian Bierlich (Lund) ATLAS-CMS MC WS May 4, CERN 11 / 15
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Fig. 2. Two-particle correlation functions for charged hadrons in |⌘| < 2.4 and 1 < pT < 2 GeV/c

from low (left) and high (right) multiplicity Pythia8 pp events at
p
s = 13 TeV with the string

shoving model. Nch is calculated with charged hadrons in |⌘| < 2.4 and pT > 0.4 GeV/c.

bins as expected. On the other hand, The correlation functions with the string shoving

option shown in Figure 2 clearly exhibit a long-range near-side correlation called “ridge”. It

is also worth mentioning that a ridge structure is observed even in low multiplicity events

(0  Nch < 20) with the string shoving model, which is not seen in experimental results [10].

For a closer look on correlations developed in the string shoving model, correlation func-

tions with initial charged hadrons directly produced from partons are calculated as shown

in Figures 3 and 4. Like the correlation functions with final charged hadrons, a clear long-

range near-side correlation is observed in events with the string shoving, whereas no such

correlation is seen in events with the default configuration. The ridge structure with initial

charged hadrons is more prominent than one with final charged hadrons, and this implies

that a smearing e↵ect in decay processes decreases the correlation strength among particles.

One-dimensional �' correlation functions are constructed by averaging the two-

dimensional correlation functions at a certain �⌘ range:

1

Ntrig

dNpair

d�'
=

Z
d�⌘

1

Ntrig

d2Npair

d�⌘d�'
. (4)

For long-range correlations, the �⌘ range is determined as 2 < |�⌘| < 4, where non-flow

e↵ects from di-jets and particle decay are expected to be not significant. The correlated

part is estimated by implementing the Zero-Yield-At-Minimum (ZYAM) procedure [11].

The minimum yield (CZYAM) at the �'=�'min for each �' correlation function is obtained

by fitting the �' correlation function with a Fourier series up to the third term and is

3

Collective motion in small systems

11

C. Bierlich et al.

MCnet-16-48, LU-TP 16-64 J. Kim et al.
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• PYTHIA with string shoving can reproduce long range angular correlation


• Explains presence in high-multiplicity hadron-hadron collisions

at high multiplicity

String shoving leads to collective motion

bx [fm]

https://arxiv.org/abs/2108.09686
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Breaking down of the collective evolution?
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analysis arising from statistical fluctuations is also included
as a component of the systematic uncertainties. An addi-
tional systematic of 0.2%–10% (0.1%–0.5%) in the lab
(thrust) coordinate analysis is included to quantify the
residual uncertainty in the reconstruction effect correction
factor derived from the PYTHIA 6.1 archived MC sample,
which is mainly from the limited size of the archived MC
sample. In general, the systematic uncertainties in thrust
analysis are smaller than the beam axis analysis because the
thrust correlation function before the combinatorial back-
ground subtraction described later is quite flat, and varia-
tions affecting the correlation shape are less pronounced.
The two-particle correlation functions for events with

Ntrk ≥ 30 are shown in Fig. 1. The left panel shows the
correlation function using lab coordinates, while the right
panel shows the result when using thrust coordinates. In
both cases, the dominant feature is the jet peak near
ðΔη;ΔϕÞ ¼ ð0; 0Þ arising from particle pairs within the
same jet. For the analysis using lab coordinates, the away-
side structure at Δϕ ∼ π arises from pairs of particles
contained in back-to-back jets. In the thrust coordinate
analysis, this peaking structure is related to multijet
topologies. For instance, the thrust axis points to the
direction of the leading jet in a three-jet event and the
correlation between the particles in the subleading and third
jet can create a narrow peak at small Δη and at Δϕ ∼ π.
Because many charged particles are approximately aligned
with the thrust axis, i.e., at very large η in the thrust
coordinate, particle pairs in back-to-back jets frequently
have a Δη larger than the Δη range examined here, and do
not contribute the correlation function in the analyzed Δη
window. This reduces the absolute magnitude of the
correlation function in the thrust coordinate analysis
compared to that in the lab coordinate analysis. Unlike
previous results from hadron collisions, no significant
“ridge” structure is found around Δϕ ¼ 0 in either the
lab or the thrust coordinate analysis.
To investigate the long-range correlation in finer detail,

one-dimensional distributions in Δϕ are found by averag-
ing two-particle correlation function over the region

between 1.6 < jΔηj < 3.2. The size of any potential
enhancement around Δϕ ¼ 0 is calculated by fitting this
distribution from 0 < Δϕ < π=2 and then performing a
zero yield at minimum (ZYAM) subtraction procedure
using the fit minimum, cZYAM [23]. A constant plus a
three term Fourier series was used as the nominal fit
function, but a fourth degree polynomial fit and a third
degree polynomial plus a cos 2Δϕ term fit were also
attempted. Discrepancies resulting from these different
choices of fit function were found to be small and are
included in the systematic uncertainties of the total near-
side yield calculation. The results after this subtraction and
correction for reconstruction effects are shown for Ntrk ≥
30 in Fig. 2. Because of the relatively small associated
yield, the results from thrust coordinates are scaled by a
factor of 20 for visual clarity. A peak structure is observed
at Δϕ ¼ π in both lab and thrust coordinate analyses, but
the spectra decrease to values consistent with zero at
Δϕ ¼ 0. To test the impact of the perturbative and non-
perturbative aspects of the implementation in MC event
generators, these results are compared to calculations from
PYTHIA v6.1 [20] (from archived MC), PYTHIA v8.230 [24],
HERWIG v7.1.5 [25,26], and SHERPA v2.2.6 [27]. Both PYTHIA

versions use a Lund string hadronization model, whereas
SHERPA and HERWIG implement cluster hadronization. The
predictions from the PYTHIAv6.1 model, which was tuned to
describe the ALEPH data, give the best description of the
data. Both PYTHIA v8.230 and SHERPA v2.2.6 slightly under-
predict the magnitude of the peak at Δϕ ¼ π. The data are
incompatible with the prediction from HERWIG. Unlike the
results with high multiplicity selection, all four generators
studied were able to reproduce the lab coordinate correla-
tion function in the 10–20 multiplicity bin and are therefore
expected to give a reasonable model of inclusive eþe−

collisions.
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FIG. 1. Two-particle correlation functions for events with the
number of charged particle tracks in the eventNtrk ≥ 30 in the lab
coordinates (left) and thrust coordinates (right) analyses. The
sharp near-side peaks arise from jet correlations and have been
truncated to better illustrate the structure outside that region.
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• No significant long range correlation is found in e+e- collisions around φΔ = 0
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Decreasing multiplicity
And at the LHC?

A. Badea et al.

PRL 123 (2019) 212002

• No significant long range correlation is found in e+e- collisions around φ 


• At the LHC we can lower the multiplicity in pp collisions


• Correlation in pp is larger than that of e+e- at similar multiplicity

Δ = 0

φYridge = ∫ Δ



nicolo.jacazio@cern.ch

ALI-PREL-503282 ALI-PREL-503327

Anisotropic flow of identified particle 

• v2 > 0 in small systems:                                                                                                                                  
low pT → consistent with mass ordering                                                                                                          
intermediate pT → particle type grouping


• Described by hydro with quark coalescence and jet fragmentation


v2 > 0 implies some energy loss yet no jet quenching? → to be solved!

14
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Going smaller at the LHC: UPCs
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• γ+ A → X 

CMS HIN-18-008 (accepted by PLB)

TWO-PARTICLE AZIMUTHAL CORRELATIONS … PHYSICAL REVIEW C 104, 014903 (2021)

FIG. 8. Two-dimensional normalized particle pair distributions in photonuclear events, corrected for acceptance effects with the mixed-
event distribution, and presented as a function of !η and !φ. The peak at (!φ,!η) = (0, 0) is truncated to better show the structure of the
correlation function. Each panel represents a different pa

T range for the selection 20 < N rec
ch < 60 and 0.4 < pb

T < 2.0 GeV.

cn, describing the LM reference, are free parameters in the fit,
but F and G are constrained such that the integrals of both
sides of Eq. (1) are the same. Modulation terms up to fourth
order (v2,2, v3,3, and v4,4) are considered in the fit, in order to
best describe the HM data. By fitting Y LM(!φ) and Y HM(!φ)
simultaneously, the extracted uncertainty in F , G, and vn,n
correctly accounts for the statistical uncertainty of both the
LM and HM samples. An example of the simultaneous fit of
the HM selection and LM reference is shown in Fig. 9. Ex-
amples of the template fit in additional HM and pa

T selections
are shown in Fig. 10. In the bottom panels of Figs. 9 and 10,
the p values are defined following the procedure described
below.

The template fit is performed by minimizing the standard
χ2 between the data points and the functional form. However,
the data points within the correlation functions contain non-
trivial point-to-point correlations, since a single particle b may
be used in combination with multiple particles of type a. The
minimum of the χ2 statistic, when calculated in the traditional
way, is found at the appropriate values of the fit parameters.
However, the p value and the uncertainty in the parameter
values, if also determined in the standard way, would be inac-
curate. In order to properly account for these correlations and
determine the parameter value uncertainties, a bootstrapping
procedure was applied. Pseudoexperiments were generated
by giving a random Poisson weight (with a mean of one) to

FIG. 9. An example of the template-fitting procedure for a selected pT range. The left plot displays the LM data with open markers and
the simultaneous fit in the green dotted line. The lower panel displays the pull distribution. In the top panel of the right plot, the solid red
line shows the total fit to the HM data in black markers. The dashed green line shows the scaled LM plus pedestal, while the dashed blue and
dotted magenta lines indicate the two flow contributions to the fit, Y ridge

2 = G[1 + 2v2,2 cos(2!φ)] and Y ridge
3 = G[1 + 2v3,3 cos(3!φ)], shifted

upwards by FY LM(0) for visibility. The middle-right panel shows the pull distribution for the template fit in the top panel. The bottom-right
panel shows the same set of data and fit components, where the scaled LM distribution has been subtracted to better isolate the modulation.
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FIG. 7. Two-dimensional normalized particle pair distributions in photonuclear events, corrected for acceptance effects with the mixed-
event distribution, and presented as a function of !η and !φ. The peak at (!φ, !η) = (0, 0) is truncated to better show the structure of the
correlation function. Each panel represents a different charged-particle multiplicity N rec

ch range for the selection 0.4 < (pa
T, pb

T) < 2.0 GeV.

In principle, due to finite coverage and detection efficiency
introduced by a real detector, Y may contain acceptance ef-
fects that do not reflect physical particle pair correlations.
To account for this, a mixed-event technique may be applied
[56], in which particles a and b are taken from differ-
ent events that have similar overall characteristics. The two
events are required to have a ZDC signature on the same
side (i.e., same directions of the photon and nucleus), and a
similar charged-particle multiplicity, primary vertex position,
and cluster edge gap !ηcluster

edge . The mixed-event distribution
d2Nmixed/(d!φ d!η) contains the effects of the pair accep-
tance but not the physical correlations.

The acceptance effects can be corrected for by dividing
the same-event pair distribution by the mixed-event ones.
The two-dimensional (2D) correlation function corrected for
acceptance effects is

C(!φ,!η) = 1
Na

d2Npair

d!φ d!η

/
1

Nmixed
pair

d2Nmixed

d!φ d!η
,

where Na is the total yield of particles with selection a, Nmixed
is the yield in mixed events, and Nmixed

pair is the total integral of
the mixed-event distribution d2Nmixed/(d!φ d!η). Without
the mixing correction, the 2D Y (!φ,!η) distributions have
an artificial triangular shape in !η, reflecting the convolution
of the single-particle acceptances |ηa, ηb| < 2.5. This effect
is removed by the mixing correction, and the !η dependence
of structures in the 2D C(!φ,!η) distributions become more
evident.

Correlation functions are constructed for various selections
on N rec

ch and pa
T, with the pT of particle b always in the range

0.4 < pb
T < 2 GeV. All events are given an equal statisti-

cal weight, and no corrections for the trigger efficiency or
differences in sampled luminosity (for N rec

ch ranges that span
contributions from multiple triggers) are performed. Although
the mixed-event correction is necessary to properly construct
the two-dimensional correlation functions presented below,
it was found to ultimately have only a minor effect on the
projected, one-dimensional Y (!φ) distributions, producing
compatible results but with increased statistical uncertainty.
Thus the mixing correction is not applied for the nominal

v2 and v3 results. Instead, it is used in the determination of
systematic uncertainties associated with the pair acceptance
of the detectors as described in Sec. VI.

Examples of two-dimensional C(!φ,!η) correlation
functions are presented in Figs. 7 and 8. In Fig. 7, particles
a and b are required to have 0.4 < pa

T < 2 GeV, and two
example N rec

ch selections are shown. In Fig. 8, correlation func-
tions are presented for 20 < N rec

ch < 60, with two example pT
selections for particle a shown. The two-dimensional corre-
lation functions have features which are broadly similar to
those observed in pp collisions. There is a localized “near-
side” peak at (!φ,!η) ≈ (0, 0) from correlations between
jet fragments, and an extended “away-side” ridge at !φ ≈ π
which extends over a large !η range from correlations be-
tween fragments of azimuthally opposite jets. A quantitative
analysis and nonflow subtraction are necessary to discern if
there are additional ridge structures, as detailed below.

A. Nonflow subtraction

To remove the contribution to the correlation function from
nonflow effects that persist as long-range contributions on the
away side (!φ ∼ π ), a template fit procedure is employed.
To perform the fit procedure, samples corresponding to events
with low multiplicity (LM) and high multiplicity (HM) are
selected. The shape of the nonflow contribution is assumed
in the template procedure to be the same in the LM and HM
samples. In this analysis, the LM events are chosen to have
15 ! N rec

ch ! 20.
The Y (!φ) in HM events is parametrized as the sum of

an azimuthally modulated pedestal (which expresses the az-
imuthal anisotropy) and a nonflow component, as follows:

Y HM(!φ) = FY LM(!φ) + G

{

1 + 2
4∑

n=2

vn,n cos(n!φ)

}

= FY LM(!φ) + Y ridge(!φ). (1)

Above, Y LM(!φ) is the correlation function in LM events,
which is parameterized as a truncated Fourier series up to the
fourth order (with coefficients cn for n = 0, . . . , 4). The val-
ues of F and G, the three vn,n values, and the five parameters

014903-8
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γp γPb

• Coulomb fields of moving charges equivalent to a flux of 
photons boosted to high energies


•  energies of  10s GeV with a 2.5 TeV Pb beam


• High multiplicity events → no clear near side ridge

γ ∼

https://cms-results.web.cern.ch/cms-results/public-results/publications/HIN-18-008/index.html
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• γ+ A → X 
• Caveat: v2 coefficients vulnerable to (residual) non-flow
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FIG. 8. Two-dimensional normalized particle pair distributions in photonuclear events, corrected for acceptance effects with the mixed-
event distribution, and presented as a function of !η and !φ. The peak at (!φ,!η) = (0, 0) is truncated to better show the structure of the
correlation function. Each panel represents a different pa

T range for the selection 20 < N rec
ch < 60 and 0.4 < pb

T < 2.0 GeV.

cn, describing the LM reference, are free parameters in the fit,
but F and G are constrained such that the integrals of both
sides of Eq. (1) are the same. Modulation terms up to fourth
order (v2,2, v3,3, and v4,4) are considered in the fit, in order to
best describe the HM data. By fitting Y LM(!φ) and Y HM(!φ)
simultaneously, the extracted uncertainty in F , G, and vn,n
correctly accounts for the statistical uncertainty of both the
LM and HM samples. An example of the simultaneous fit of
the HM selection and LM reference is shown in Fig. 9. Ex-
amples of the template fit in additional HM and pa

T selections
are shown in Fig. 10. In the bottom panels of Figs. 9 and 10,
the p values are defined following the procedure described
below.

The template fit is performed by minimizing the standard
χ2 between the data points and the functional form. However,
the data points within the correlation functions contain non-
trivial point-to-point correlations, since a single particle b may
be used in combination with multiple particles of type a. The
minimum of the χ2 statistic, when calculated in the traditional
way, is found at the appropriate values of the fit parameters.
However, the p value and the uncertainty in the parameter
values, if also determined in the standard way, would be inac-
curate. In order to properly account for these correlations and
determine the parameter value uncertainties, a bootstrapping
procedure was applied. Pseudoexperiments were generated
by giving a random Poisson weight (with a mean of one) to

FIG. 9. An example of the template-fitting procedure for a selected pT range. The left plot displays the LM data with open markers and
the simultaneous fit in the green dotted line. The lower panel displays the pull distribution. In the top panel of the right plot, the solid red
line shows the total fit to the HM data in black markers. The dashed green line shows the scaled LM plus pedestal, while the dashed blue and
dotted magenta lines indicate the two flow contributions to the fit, Y ridge

2 = G[1 + 2v2,2 cos(2!φ)] and Y ridge
3 = G[1 + 2v3,3 cos(3!φ)], shifted

upwards by FY LM(0) for visibility. The middle-right panel shows the pull distribution for the template fit in the top panel. The bottom-right
panel shows the same set of data and fit components, where the scaled LM distribution has been subtracted to better isolate the modulation.
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FIG. 7. Two-dimensional normalized particle pair distributions in photonuclear events, corrected for acceptance effects with the mixed-
event distribution, and presented as a function of !η and !φ. The peak at (!φ, !η) = (0, 0) is truncated to better show the structure of the
correlation function. Each panel represents a different charged-particle multiplicity N rec

ch range for the selection 0.4 < (pa
T, pb

T) < 2.0 GeV.

In principle, due to finite coverage and detection efficiency
introduced by a real detector, Y may contain acceptance ef-
fects that do not reflect physical particle pair correlations.
To account for this, a mixed-event technique may be applied
[56], in which particles a and b are taken from differ-
ent events that have similar overall characteristics. The two
events are required to have a ZDC signature on the same
side (i.e., same directions of the photon and nucleus), and a
similar charged-particle multiplicity, primary vertex position,
and cluster edge gap !ηcluster

edge . The mixed-event distribution
d2Nmixed/(d!φ d!η) contains the effects of the pair accep-
tance but not the physical correlations.

The acceptance effects can be corrected for by dividing
the same-event pair distribution by the mixed-event ones.
The two-dimensional (2D) correlation function corrected for
acceptance effects is

C(!φ,!η) = 1
Na

d2Npair

d!φ d!η

/
1

Nmixed
pair

d2Nmixed

d!φ d!η
,

where Na is the total yield of particles with selection a, Nmixed
is the yield in mixed events, and Nmixed

pair is the total integral of
the mixed-event distribution d2Nmixed/(d!φ d!η). Without
the mixing correction, the 2D Y (!φ,!η) distributions have
an artificial triangular shape in !η, reflecting the convolution
of the single-particle acceptances |ηa, ηb| < 2.5. This effect
is removed by the mixing correction, and the !η dependence
of structures in the 2D C(!φ,!η) distributions become more
evident.

Correlation functions are constructed for various selections
on N rec

ch and pa
T, with the pT of particle b always in the range

0.4 < pb
T < 2 GeV. All events are given an equal statisti-

cal weight, and no corrections for the trigger efficiency or
differences in sampled luminosity (for N rec

ch ranges that span
contributions from multiple triggers) are performed. Although
the mixed-event correction is necessary to properly construct
the two-dimensional correlation functions presented below,
it was found to ultimately have only a minor effect on the
projected, one-dimensional Y (!φ) distributions, producing
compatible results but with increased statistical uncertainty.
Thus the mixing correction is not applied for the nominal

v2 and v3 results. Instead, it is used in the determination of
systematic uncertainties associated with the pair acceptance
of the detectors as described in Sec. VI.

Examples of two-dimensional C(!φ,!η) correlation
functions are presented in Figs. 7 and 8. In Fig. 7, particles
a and b are required to have 0.4 < pa

T < 2 GeV, and two
example N rec

ch selections are shown. In Fig. 8, correlation func-
tions are presented for 20 < N rec

ch < 60, with two example pT
selections for particle a shown. The two-dimensional corre-
lation functions have features which are broadly similar to
those observed in pp collisions. There is a localized “near-
side” peak at (!φ,!η) ≈ (0, 0) from correlations between
jet fragments, and an extended “away-side” ridge at !φ ≈ π
which extends over a large !η range from correlations be-
tween fragments of azimuthally opposite jets. A quantitative
analysis and nonflow subtraction are necessary to discern if
there are additional ridge structures, as detailed below.

A. Nonflow subtraction

To remove the contribution to the correlation function from
nonflow effects that persist as long-range contributions on the
away side (!φ ∼ π ), a template fit procedure is employed.
To perform the fit procedure, samples corresponding to events
with low multiplicity (LM) and high multiplicity (HM) are
selected. The shape of the nonflow contribution is assumed
in the template procedure to be the same in the LM and HM
samples. In this analysis, the LM events are chosen to have
15 ! N rec

ch ! 20.
The Y (!φ) in HM events is parametrized as the sum of

an azimuthally modulated pedestal (which expresses the az-
imuthal anisotropy) and a nonflow component, as follows:

Y HM(!φ) = FY LM(!φ) + G

{

1 + 2
4∑

n=2

vn,n cos(n!φ)

}

= FY LM(!φ) + Y ridge(!φ). (1)

Above, Y LM(!φ) is the correlation function in LM events,
which is parameterized as a truncated Fourier series up to the
fourth order (with coefficients cn for n = 0, . . . , 4). The val-
ues of F and G, the three vn,n values, and the five parameters
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γp γPb

• Coulomb fields of moving charges equivalent to a flux of 
photons boosted to high energies


•  energies of  10s GeV with a 2.5 TeV Pb beam


• High multiplicity events → no clear near side ridge

γ ∼

• Non-zero v2 but lower than hadron-hadron collisions!


• Caveat: v2 coefficients vulnerable to (residual) non-flow

CMS HIN-18-008 (accepted by PLB)

https://cms-results.web.cern.ch/cms-results/public-results/publications/HIN-18-008/index.html
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• In Pb-Pb collisions mass-dependent hardening of 
the spectra      


                                              


• protons are shifted towards higher momenta

low-pT depletion

intermediate-pT enhancement

→ interpreted as radial flow 
common velocity field (p=m )γβ
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• Remarkable consistency across systems as a 
function of multiplicity


• high-pT : recovery of universal behavior?

• In Pb-Pb collisions mass-dependent hardening of 
the spectra      


                                              


• protons are shifted towards higher momenta

→ interpreted as radial flow 
common velocity field (p=m )γβ

low-pT depletion

intermediate-pT enhancement
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"Baryon-to-meson" ratio with HF probes

•  enhanced at intermediate pT in central Pb-Pb collisions
(also measured up to high pT CMS-PAS-HIN-21-004)


•  in p—Pb does not depend on the final-state multiplicity 	 	 	 	
→ similar values observed in peripheral Pb-Pb collisions (LHCb-PAPER-2021-046)


• Comparison to  might indicate coalescence of heavy quarks saturates earlier than for light 
quarks in small systems

Λ+
c /D0

Λ+
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Λ/K0
s
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• One of the original traces of the QGP                                                 
→ thermal production via gluon fusion


• Enhanced production of strange hadrons wrt 𝜋                                
→ increasing with multiplicity


• Hierarchy with strangeness content:  < (1s) <   (2s) <  (3s)


• Strangeness increases with multiplicity following a universal trend

K0
S Λ Ξ Ω

Strangeness enhancement in small systems

20
ALI-PREL-134498
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• Same hierarchy with strangeness content 
observe vs multiplicity and forward energy!


• Can we disentangle the effects?

21

Strangeness enhancement: more differential
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      Standalone V0 event classes

Event classes defined using V0 and SPD (clusters):

      Fixed multiplicity at midrapidity + 
      different forward energy deposits in the ZDC

Multi-differential event classes
The forward energy decreases with increasing particle 
multiplicity produced at midrapidity 

Eeff

EZDC

nch

EZDC Eeff

nch
η = 0

Relative strangeness production:

Increases with 
multiplicity at 
midrapidity

Decreases with 
forward energy

Zero Degree Calorimeter (ZDC) 
Forward calorimeters counting 
collision remnants
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Strangeness enhancement: more differential
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• Increase in the average fraction of strange hadrons with increasing multiplicity and decreasing ZDC energy

At fixed 
multiplicity:


Relative  
yield increase  
with forward 
activity

Ξ

At fixed 
multiplicity:


Relative  
yield increase  
with 
decreasing 
energy

Ξ
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e+e-

pp

Strangeness enhancement with beauty?

• Measurement of  and  at forward rapidity (2 < y < 5) in pp at 13 TeV


• Significant increase in  with multiplicity when measured in the same rapidity range


•  pair production at hadron colliders dominated by hard parton-parton interactions → set in the initial stages


• Possibly due to quark coalescence → enhanced  ratio with increasing particle multiplicity

B0
s B0

B0
s /B0

s

bb̄

B0
s /B0

s
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LHCb-PAPER-2022-001

B0
B0

s



nicolo.jacazio@cern.ch

10 210 310
AB

2−10

0
D
σ/

ψ
J/
σ

LHCb  = 68.5 GeVNNs
Nep
PbNe

 0.04± = 0.86 α

1 10 210
collN

2−10

0
D
σ/

ψ
J/
σ

LHCb  = 68.5 GeVNNs

Nep
PbNe

 0.05±' = 0.76 α

Figure 3: Left: J/ /D0
cross-section ratio as a function of AB, the product of the beam (A) and

target (B) atomic mass numbers; the error bars represent the quadratic sum of statistical and

systematic uncertainties. Right: J/ /D0
cross-section ratio as a function of Ncoll; the error bars

represent the quadratic sum of statistical and uncorrelated systematic uncertainties while the

boxes correspond to the correlated systematic uncertainty. The red and black points correspond

to pNe [21] and PbNe collisions, respectively.

found in studies of J/ production in proton-nucleus collisions by the NA50 experiment at
the CERN SPS [23]. Since in proton-nucleus collisions no deconfined matter is expected
to be formed, the formation of a deconfined medium in nucleus-nucleus collisions should
lead to an additional decrease of the J/ production, also called anomalous suppression.
The ↵ value found in this study suggests that no anomalous suppression is observed in
the present

p
sNN = 68.5GeV PbNe data, contrary to what was observed by the NA50

fixed-target experiment in PbPb collisions at
p
sNN = 17.3GeV [23].

Figure 3 (right) also shows the J/ /D0 cross-section ratio as a function of the number
of binary nucleon-nucleon collisions, Ncoll. The PbNe data sample is divided into intervals
of Ncoll corresponding to di↵erent centrality intervals related to the overlap region between
the two colliding nuclei. The larger the Ncoll the larger is the overlap region. Since small
overlap regions correspond to small Ncoll values (similar to Ncoll values in proton-nucleus
collisions), any anomalous suppression related to the formation of a deconfined medium
should occur at large Ncoll values.

The number of binary collisions is not directly observable but it can be mapped to
the actual data using a Glauber model. In LHCb, this mapping, reported in Table 2,
is performed based on the hit multiplicity, as detailed in Ref. [24]. For pNe collisions,
the result is integrated over the impact parameter of the collision. Assuming that the
J/ and D

0 production cross-sections scale as hNcolli↵
0
and hNcolli respectively, the cross-

section ratio �J/ /�D0 scales as hNcolli↵
0�1. A fit to the data (where the PbNe correlated

systematic uncertainty is not taken into account) gives ↵0 = 0.76 ± 0.05, compatible
with ↵ when relating Ncoll to AB with the Glauber model. This confirms that J/ 

meson production is a↵ected by additional nuclear e↵ects with respect to D
0 production.

Moreover, within uncertainties, no anomalous J/ suppression is observed in the largest
Ncoll bins that could indicate the formation of a deconfined medium, contrary to the NA50
results in the most central PbPb collisions [23].

In summary, we report on the J/ to D
0 production ratio in

p
sNN = 68.5GeV PbNe
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Figure 1: Mass distributions of (left) J/ ! µ�µ+
and (right) D0 ! K⌥⇡± candidates. The

data are overlaid with the fit function.

Table 1: Summary of the systematic uncertainties in the J/ and D0
yields. Those that are

correlated between bins a↵ect all measurements by the same relative amount. Ranges denote

the minimum and the maximum values among the y or pT bins. A global correlated systematic

uncertainty due to the simulation weighting, which directly a↵ects the J/ /D0
cross-section

ratio, is also reported.

Systematic uncertainties J/ D0 J/ /D0

Correlated bin uncertainties
Simulation weighting - - 16.0%

MC-truth matching e�ciency 1.8% 3.7% -

PV e�ciency 0.2% 0.2% -

Tracking e�ciency 0.7% 2.8% -

Particle identification 0.0% 1.2% -

Uncorrelated bin uncertainties
Signal mass model [0.8, 14.3]% [0.8, 12.6]% -

Simulation statistical error [0.4, 1.4]% [0.3, 1.1]% -

Tracking calibration sample stat. < 0.1% < 0.1% -

Particle identification calibration stat. [6.4, 6.9]% [0.4, 1.0]% -

negligible in the J/ /D0 production ratio. The fraction of signal from b-hadron decays is
estimated to be less than 0.1%, which is also considered to be negligible. The systematic
uncertainty related to the mass fit is evaluated using alternative models for signal and
background shapes that reproduce the mass shapes well. Another source of uncertainty
arises from the finite size of the simulation sample used to compute the acceptances and
e�ciencies. Systematic uncertainties in the tracking and particle identification e�ciencies
are mainly related to the di↵erences between the track multiplicity in PbNe and Pbp
collisions, and to the size of the Pbp samples. The tracking systematic uncertainty
also takes into account the di↵erence in tracking e�ciency between the data and the
simulation. The MC-truth matching procedure is also tested and the associated systematic
uncertainty is evaluated. Alternative sets of event weights are produced to evaluate the

3

Smaller systems with fixed target

• SMOG → unique opportunity to access pA and AA collisions with smaller nuclei at the LHC


•  showing no discontinuity from p—Ne to central Pb—Ne  


• More data and more collision systems required to complete the picture


• SMOG2 will be taking data in Run 3 → more nuclei, x1000 increase in luminosity

J/ψ
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Table 16: Expected yields of reconstructed events for some benchmark channels using the largest fixed-
target data sample acquired with SMOG during the LHC Run 2, and possible with SMOG2, using as
example a p–Ar sample of 0.1 fb�1.

SMOG SMOG2
largest sample example
p–Ne@68 GeV p–Ar@115 GeV

Integrated luminosity ⇠ 100 nb�1 100 pb�1

syst. error on J/ x-sec. 6–7% 2–3 %
J/ yield 15k 35M
D0 yield 100k 350M
⇤c yield 1k 3.5M
 (2S) yield 150 400k
U(1S) yield 4 15k
Low-mass (5 < Mµµ < 9 GeV/c2) Drell-Yan yield 5 20k

order 1031 cm�2s�1 with proton beams. The target is placed upstream, from �50 to �30 cm, the nominal
LHCb collision point and is thus not overlapping the luminous pp region. This opens the possibility to
acquire fixed target events simultaneously with collision events with negligible impact to the pp physics
program. The new setup would also allow other gases to be injected, notably hydrogen and deuterium,
providing pp collisions in fixed-target mode as a reference for all pA collision samples, and extending
the physics case to the study of the three-dimensional structure functions of the nucleon through spin-
independent observables [1008]. Heavy noble gases as Kr and Xe would also be usable. The device will
be equipped with a gas feed system, allowing to know the target gas density at 1% level.

Assuming that about 10% of the beam intensity can be exploited for fixed-target physics, either in
synergy with pp data taking or through dedicated runs, samples corresponding to integrated luminosities
of order 0.1 fb�1 (using proton beams) and 0.1 pb�1 (using Pb beams) can be collected per year, also
profiting from the increased beam intensity provided by the HL-LHC.

Samples of this size would allow copious production of Drell-Yan and heavy flavour states, includ-
ing bb mesons. As an example, rough estimates are provided in Table 16 for the yields of reconstructed
events in an assumed sample of p–Ar collisions corresponding to 0.1 fb�1. Substantial advancements
in the understanding of parton distributions for gluons, antiquark and heavy-quarks at large x, where
PDFs are now poorly constrained, are foreseeable [503, 1005]. The precise determination of heavy
hadron production at large x is expected to clarify the extent of the intrinsic heavy quark content in
the nucleon [932, 1009], and to constrain modifications of the nuclear PDFs due to initial state effects
(anti-shadowing and EMC effect [1010], saturation effects [1011]). Sequential quarkonia suppression is
a main signature for deconfinement [423], but is also affected by final state effects as break-up of the
heavy quark pair [1012] and statistical recombination [424]. The rich samples of different quarkonia
states reconstructed in fixed target data will allow to investigate sequential suppression at an energy scale
between the SPS and RHIC/LHC, for collision systems ranging from pp to Pb–Xe. The study of colli-
sions of Pb beams on heavy nuclei has been limited in Run 2 by the detector tracking capabilities and
would greatly profit from the higher detector granularity offered by the LHCb upgrade 1 and upgrade 2
detectors.

The fixed-target program also presents a very good testbed for the hydrodynamic description of
the QCD medium produced in heavy-ion collisions down to the energy of psNN ⇠ 100 GeV, thanks
to the considerable pseudorapidity coverage, with particle identification capability for pions, kaons and
protons as well as neutral particles �, K0

S and ⇤0. Measurements of flow observables and correlations
can contribute in particular to shed light on the extension of the hydrodynamic description [1013, 1014]
successful at top RHIC energy and at the LHC towards lower beam energies requiring an appropriate
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Conclusions
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Small systems exhibit features typical of AA collisions  
• Soft boundaries between small and large systems 

Dynamics 
• Correlations in the smallest systems ( , ) show no long range effect but overall positive 

flow

• Precision measurements of identified hadron flow show mass effect in small systems

• Baryon-over-meson ratio showing universal evolution among systems in the LF sector

Hadrochemistry 
• Strangeness enhancement observed in small systems with light and heavy flavors

• More differential measurements of the initial state effects on strangeness

Pushing the limits to understand small systems 
Future data will help us in understanding → going smaller, more differential, larger

Crucial role of the LS2 upgraded detectors

γp γPb


