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Monte Carlo tools

• MonteCarlo’s are essential tools in any branch of HEP
• High-Energy (incl. lepton) colliders / Neutrino physics /  

Electron-Ion colliders / Forward physics
• They make state-of-the art predictions usable by experimental 

collaborations
• Require (and help setting) synergies between different 

communities
• This talk will cover some (very limited) aspects relative to 

parton-level (LHE) unweighted-event generators, relevant for 
hadron colliders

• More information in Snowmass ’22 paper 2203.11110
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Event Generators for High-Energy Physics Experiments

We provide an overview of the status of Monte-Carlo event generators for high-energy particle
physics. Guided by the experimental needs and requirements, we highlight areas of active de-
velopment, and opportunities for future improvements. Particular emphasis is given to physics
models and algorithms that are employed across a variety of experiments. These common themes
in event generator development lead to a more comprehensive understanding of physics at the
highest energies and intensities, and allow models to be tested against a wealth of data that have
been accumulated over the past decades. A cohesive approach to event generator development will
allow these models to be further improved and systematic uncertainties to be reduced, directly
contributing to future experimental success. Event generators are part of a much larger ecosystem
of computational tools. They typically involve a number of unknown model parameters that must
be tuned to experimental data, while maintaining the integrity of the underlying physics models.
Making both these data, and the analyses with which they have been obtained accessible to future
users is an essential aspect of open science and data preservation. It ensures the consistency of
physics models across a variety of experiments.
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Recent progress
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More accurate Cheaper

FasterMore versatile
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More accurate

• NLO QCD+PS has been the golden 
standard for long time 
MG5_aMC/Sherpa/Powheg

• Going beyond NLO: NNLO 
See Giulia Zanderighi’s plenary talk

• NNLO+PS relies on rather mature 
technology (MiNNLOPS) 
Monni et al, 1908.06987

• All currently-available NNLO QCD 
computation can (in principle) be included 
into a NNLO+PS generator

• However, implementation is still process-
dependent, and mostly done by hand
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FIG. 1. Distribution in the rapidity di↵erence between the tt̄ pair and the leading jet (�ytt̄,j1), in the rapidity (ytav ) and the
average transverse-momentum (pT,tav ) of the top and the anti-top, as well as in the rapidity (ytt̄), in the invariant mass (mtt̄)
and in the transverse momentum (pT,tt̄) of the tt̄ system. Predictions are shown for MiNNLOPS (blue, solid), MiNLO0 (black,
dashed) and at NNLO (red, dashed). The black data points represent the CMS measurement at 13TeV of Ref. [99], where the
ytav and pT,tav distributions have been obtained with leptonically decaying top quarks.

hadron colliders with parton showers. This result has
been obtained by constructing the MiNNLOPS method
for the production of heavy quarks, which constitutes
the first NNLO+PS prediction for reactions with colour
charges in the final state in hadronic collisions. The
comparisons presented in Fig. 1 provide a numerical val-
idation of MiNNLOPS for top-quark pair production,
demonstrating its NNLO accuracy. The simulations pre-
sented here also allow for the inclusion of the top-quark

decay, paving the way to an accurate event generation
for tt̄ production at the LHC which will enable precise
comparisons of fiducial measurements to theory.
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discussions and comments on the manuscript. P.N. ac-
knowledges support from Fondazione Cariplo and Re-
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Figure 4: Differential distributions at LO [order O
�
↵6

�
], NLO EW [order O

�
↵7

�
] and NLO

EW+PS at a centre-of-mass energy
p

s = 13 TeV at the LHC for pp ! µ+⌫µe+⌫ejj: (a) invari-
ant mass of the two leading jets (top left), (b) rapidity difference of the two leading jets (top
right), (c) transverse momentum of the hardest jet (bottom left), and (d) missing transverse
energy (bottom right). The upper panels show the LO prediction as well as the NLO predictions
with and without PS. The lower panels show the relative NLO corrections with respect to the
corresponding LO in per cent.
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More accurate: beyond QCD

• NLO EW correction can violate the naive estimate 
due to couplings
• Grow large and negative at high scales
• Photon radiation distorts line-shapes

• Matching with QED shower is in general non trivial
• Few processes include exact matching  

DY: Barzè et al,1302.4606; HV(+j): Granata et al, 1706.03522;   
VBS: Chiesa et al, 1906.01863

• Approximate NLO EW corrections may be 
sufficient for most applications see e.g Kallweit et al, 1511.08692

• Including Sudakov approx. EW corrections + QED PS 
on top of NLO QCD

• EW Sudakov automated in Sherpa and MG5_aMC 
Bothmann et al, 2006.14635; Pagani, MZ, 2110.3714

• Ready for phenomenology! 
Bothmann et al, 2111.13453; Pagani, MZ, Vitos, in prep.
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Figure 6: Observable distributions for the pp ! e+e�µ+µ� process. From top left to bottom right we
show: the four-lepton invariant mass m2e2µ, the Z-boson distance �R2e,2µ, the transverse momentum of
the di-electron pair pT,2e, and the rapidity of the electron ye� . Results are given at LO and NLO EW
and compared to approximative EW calculations. The NLO EW is given for the Gµ (black line) and
↵(M2

Z) (grey line) renormalisation schemes, and the span between the two is marked by a hatched band.
All predictions are calculated using Sherpa+OPENLOOPS/Recola.

band. The observables considered are the invariant mass of the four-lepton system m2e2µ, the Z-boson
distance �R2e,2µ, the transverse momentum of the di-electron pair pT,2e, and the electron rapidity ye� .

We start by noticing that the overall good agreement between the EWvirt approximation and the full
NLO EW observed for the total cross section is also found for all the distributions. The only significant
difference comes from phase-space regions dominated by real-photon radiation, such as �R2e,2µ < ⇡.
There one can see the impact of resumming soft photons through YFS versus treating them at fixed
order, which exhibits the main advantage of including YFS resummation. We have indeed checked that
if we expand the YFS resummation to O(↵), as discussed above, we reproduce the NLO EW result
throughout, as a result of the inclusion on exact NLO QED corrections in the YFS resummation. A
similar overall good agreement can be seen in the Sudakov approximation.

To further discuss the impact and the effects of the EW approximations we need to distinguish between
energy-dependent observables, such as the invariant mass of the four leptons and the pT of the electron
pair, and energy-independent observables, such as the separation of the two lepton pairs and the rapidity

17
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Cheaper

• MC@NLO-matched MCs affected by negative 
weights
• Reduce the statistical quality of the event sample
• More events need to be generated than with 

positive-only events
• Recent progress both in Sherpa and MG5_aMC:
• MG5_aMC: modify the matching by a term which 

improves the IR behaviour of the MC counterterms 
Frederix et al, 2002.12716

• Sherpa: use leading-colour approximation+move K-
factor to low-mult. processes in merged samples 
Danzinger et al, 2110.15211

• Other approaches (MC-agnostic):
• Positive resampler: resample cross section to 

eliminate negative weights Andersen et al, 2005.09375 
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Figure 1: Relative cost as a function of the fraction of negative weights, eq. (1.6), for

three di↵erent values of the correlation parameter C±.

one would need to use eqs. (1.3) and (1.4) locally in the phase space, thus defining a

local relative cost, and subsequently construct the global relative cost as the weighted (by

number of events) average of the local ones. In practice, eq. (1.6), with f the overall fraction

of negative-weight events, does characterise well enough the behaviour of simulations with

events of either sign, and we shall often use it in the following.

The problem with c(f) > 1 for any f > 0 is not statistics per se, but the fact that it

generally implies additional financial costs: longer running times, hence larger power con-

sumption (events with negative weights contribute to climate change!), and bigger storage

space, to name just the most important ones. Denoting by p (p0) the overall price tag for

the generation, full simulation, analysis, and storage of an individual event resulting from

a positive-definite (non-positive-definite) simulation, the additional costs alluded to before

are:

Np
0
�Mp = M

⇥
c(f)p0 � p

⇤
. (1.7)

With all other things being equal (and chiefly among them, the control of the theoretical

systematics), it is therefore advantageous to make f as small as possible, so as to minimise

the additional costs2 of eq. (1.7). This is the goal of the present work, in the context of

the MC@NLO matching formalism [1].

Before proceeding, we remind the reader that currently the vast majority of theoretical

studies, and essentially all of the NLO+parton shower simulations performed by experi-

mental collaborations, are based on either the MC@NLO or the POWHEG [2] methods,

2Note that p
0 �p can have either sign, although when NLO and LO calculations are taken as examples of

non-positive- and positive-definite simulations, respectively, most likely p
0
> p. In any case, in the context

of a complete experimental analysis the contribution to the cost due to the generation phase alone is minor,

and thus p
0 ' p.

– 3 –

MC@NLO MC@NLO-�

111 221 441 �-111 �-221 �-441

pp ! e
+
e
� 6.9% (1.3) 3.5% (1.2) 3.2% (1.1) 5.7% (1.3) 2.4% (1.1) 2.0% (1.1)

pp ! e
+
⌫e 7.2% (1.4) 3.8% (1.2) 3.4% (1.2) 5.9% (1.3) 2.5% (1.1) 2.3% (1.1)

pp ! H 10.4% (1.6) 4.9% (1.2) 3.4% (1.2) 7.5% (1.4) 2.0% (1.1) 0.5% (1.0)

pp ! Hbb̄ 40.3% (27) 38.4% (19) 38.0% (17) 36.6% (14) 32.6% (8.2) 31.3% (7.2)

pp ! W
+
j 21.7% (3.1) 16.5% (2.2) 15.7% (2.1) 14.2% (2.0) 7.9% (1.4) 7.4% (1.4)

pp ! W
+
tt̄ 16.2% (2.2) 15.2% (2.1) 15.1% (2.1) 13.2% (1.8) 11.9% (1.7) 11.5% (1.7)

pp ! tt̄ 23.0% (3.4) 20.2% (2.8) 19.6% (2.7) 13.6% (1.9) 9.3% (1.5) 7.7% (1.4)

Table 1: Fractions of negative-weight events, f , and the corresponding relative costs,

c(f) (in round brackets), for the processes in eqs. (5.7)–(5.13), computed with MC@NLO

(columns 2–4) and with MC@NLO-� (columns 5–7), for three di↵erent choices of the

folding parameters.

matching (including the fractions of negative-weight events) are concerned. This allows

one to obtain a reasonably complete comparison between MC@NLO and MC@NLO-� re-

sults, as well as to have a first idea of the main features of the latter matching prescription.

The process in eq. (5.10) has been computed, with mb = 4.7 GeV, in a four-flavour scheme;

thus, there is a slight inconsistency due to the usage of the (five-flavour scheme) NNPDF2.3

PDFs, which is however irrelevant for the purpose of the present study. The results of the

process in eq. (5.11) have been obtained by imposing a pT � 50 GeV cut on the hardest

jet of the event; jets are reconstructed by means of FastJet [27], with an R = 0.5 anti-kT

algorithm [28]. We remind the reader that the starting scales are determined as is explained

in sect. 3.1; in particular, see eq. (3.22) (for MC@NLO) and eq. (3.25) (for MC@NLO-�),

where f↵ are free parameters, whose values we are soon going to specify. In order to do

that, in view of what is implemented in the MG5 aMC code it is customary to define the

f↵’s in a redundant way, namely:

f↵ = f̂↵ . (5.14)

The default choices of these parameters for all of the processes in eqs. (5.7)–(5.13), except

for that in eq. (5.10), are the following:

 = 1 , f̂1 = 0.1 , f̂2 = 1 , (5.15)

while in the case of eq. (5.10) we set:

 =
1

2
, f̂1 = 0.1 , f̂2 = 1 . (5.16)

The reduced value of the  parameter in eq. (5.16) w.r.t. that of eq. (5.15) is in keeping

with the findings of ref. [29]. In the case of MC@NLO, we use (see eq. (3.22)):

R =
HT

2
, (5.17)
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pp ! Hbb̄ 40.3% (27) 38.4% (19) 38.0% (17) 36.6% (14) 32.6% (8.2) 31.3% (7.2)

pp ! W
+
j 21.7% (3.1) 16.5% (2.2) 15.7% (2.1) 14.2% (2.0) 7.9% (1.4) 7.4% (1.4)

pp ! W
+
tt̄ 16.2% (2.2) 15.2% (2.1) 15.1% (2.1) 13.2% (1.8) 11.9% (1.7) 11.5% (1.7)

pp ! tt̄ 23.0% (3.4) 20.2% (2.8) 19.6% (2.7) 13.6% (1.9) 9.3% (1.5) 7.7% (1.4)

Table 1: Fractions of negative-weight events, f , and the corresponding relative costs,

c(f) (in round brackets), for the processes in eqs. (5.7)–(5.13), computed with MC@NLO

(columns 2–4) and with MC@NLO-� (columns 5–7), for three di↵erent choices of the

folding parameters.

matching (including the fractions of negative-weight events) are concerned. This allows

one to obtain a reasonably complete comparison between MC@NLO and MC@NLO-� re-

sults, as well as to have a first idea of the main features of the latter matching prescription.

The process in eq. (5.10) has been computed, with mb = 4.7 GeV, in a four-flavour scheme;

thus, there is a slight inconsistency due to the usage of the (five-flavour scheme) NNPDF2.3

PDFs, which is however irrelevant for the purpose of the present study. The results of the

process in eq. (5.11) have been obtained by imposing a pT � 50 GeV cut on the hardest

jet of the event; jets are reconstructed by means of FastJet [27], with an R = 0.5 anti-kT

algorithm [28]. We remind the reader that the starting scales are determined as is explained

in sect. 3.1; in particular, see eq. (3.22) (for MC@NLO) and eq. (3.25) (for MC@NLO-�),

where f↵ are free parameters, whose values we are soon going to specify. In order to do

that, in view of what is implemented in the MG5 aMC code it is customary to define the

f↵’s in a redundant way, namely:

f↵ = f̂↵ . (5.14)

The default choices of these parameters for all of the processes in eqs. (5.7)–(5.13), except

for that in eq. (5.10), are the following:

 = 1 , f̂1 = 0.1 , f̂2 = 1 , (5.15)

while in the case of eq. (5.10) we set:

 =
1

2
, f̂1 = 0.1 , f̂2 = 1 . (5.16)

The reduced value of the  parameter in eq. (5.16) w.r.t. that of eq. (5.15) is in keeping

with the findings of ref. [29]. In the case of MC@NLO, we use (see eq. (3.22)):

R =
HT

2
, (5.17)
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Figure 4: As in fig. 2, for the transverse momentum of the W -hardest jet system (left

panel) and of the W
+
tt̄ system (right panel), for the processes in eqs. (5.11) and (5.12),

respectively. In the right panel, the fixed-order result (red solid) is also shown.

other; di↵erences are generally smaller than ±5%. We note that the ratio plots are flatter

than those relevant to the processes considered so far; this is in part because for the present

observable the separation between the various regimes is not as clear-cut as in the other

cases (owing to the jet-pT cut, one is more inclusive here)26. As far as W
+
tt̄ production is

concerned, the di↵erences between the MC@NLO and MC@NLO-� results are again quite

small. However, at variance with what happens in the other processes, the MC@NLO-�

large-pT tail is harder than the MC@NLO one. In order to investigate this point further,

in fig. 4 we also display the fixed-order (FO) result (red solid histogram). This shows

that the matched predictions are significantly di↵erent w.r.t. the FO one for up to very

large transverse momenta; in other words, the asymptotic regime (where MC@NLO-type

and FO result are expected to coincide with each other) is approached in a very slow

manner; essentially, one is not yet there at the rightmost end of the range shown in fig. 4.

Furthermore, the extreme steepness of the distribution at large pT implies that even small

parton-shower e↵ects might induce visible bin migrations; this is a timely reminder of the

fact that, in this region, the predictions we are considering are LO-accurate in perturbation

theory. We have verified that, by plotting this distribution at the level of the hard events,

the MC@NLO and MC@NLO-� results are on top of each other, and on top of the FO

one; thus, the di↵erences between the former two predictions are indeed stemming from

26We remark that W
+

j production, as well as any other process that features jets at the Born level,

does not require any special treatment as far as scale assignments in MC@NLO-� are concerned. The

procedure presented in sect. 3.2 guarantees that no strong hierarchy is created. Note that, in order for

an NLO-accurate generation to be sensible, Born-level configurations must feature scales of comparable

hardness.
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at a centre-of-mass energy of 13 TeV using 3.16 fb�1 of data, collected by the ATLAS experi-
ment at the LHC [34], are compared to Sherpa in Figure 4. The Monte Carlo predictions are
in good agreement with the measurement, while again reducing the negative weight fraction
significantly by employing the above discussed methods.
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Figure 2: Monte Carlo validation observables comparing the di↵erent mechanisms to
reduce the number of negative weighted events, as discussed in Section 4, for pp !
Z+0,1,2 jets@LO+3 jets@NLO. The lower two ratio plots display the negative weight frac-
tion " and the corresponding factor f("), which indicates how much more events need to be
generated on average in order to achieve the same statistical accuracy as compared to only
positive weighted events.
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Figure 1: The distributions of pW
?
, yW and pl

?
obtained using the various samples. The

sample of “positive only” events is included to illustrate the scale of the contribution from

negative weight events.

e↵ectively by reducing the event count. The number of events left after the resampling can

be adjusted and tuned – the largest possible number of events per unit of cross section is

given by the number of events (positive and negative) in the bin with the least cancellation,

divided by the cross section in this bin. The distributions expose large cancellations in some

regions of phase space, indicating that many more events are required to obtain statistically

meaningful spectra. Improvements of the example NLO-merging implementation used –

to reduce the amount of cancellation already at the “weighted” stage – would clearly be

beneficial [9].

– 10 –

2110.15211 (Z+jets)2002.12716 (ttW) 2005.09375 (W+jets)

• Take home message: differences due to new 
matching/resampling are generally small (5%), 
with some exceptions

• Reduction of neg. weights may entail some extra 
cost (ie slower code) at event generation, which 
is (over)compensated with full sim.
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Faster

• Computing demand requires to move away from single-core 
jobs, and to access more powerful hardware tools

• While multi-threading (multiple jobs on different cores) is in 
general possible (up to memory availability), multiprocessing 
(single job on many cores) is in general rare

• The usage of SIMD paradigm is taking place in some 
collaboration, making MP possible together with code offloading 
on different architectures (GPUs)

• This requires rewriting (old) codes, it may not be particularly 
appealing to physicists, but it is necessary and pays back

• See also: 
“Challenges in Monte Carlo event generator software for High-Luminosity LHC”, 2004.13687
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S.C, J.C.M, M.R., M.Z.: MadFlow: automating Monte Carlo simulation on GPU for particle physics processes 5

Fig. 3: Timings obtained with MadFlow to evaluate events at Leading Order for gg ! tt̄ (top left), pp ! tt̄ (top right),
pp ! tt̄g (bottom left) and pp ! tt̄gg (bottom right). We show results for consumer and professional grade GPUs
(blue bars) and CPUs (red bars). For each device we quote the available RAM memory. We observe a systematic
performance advantage for GPU devices.

Fig. 4: Same as Figure 3 for pp ! tt̄ggg at Leading Or-
der. We confirm that a large number of diagrams can be
deployed on GPU and obtain relevant performance im-
provements when compared to CPU results.

together with NVIDIA and AMD GPUs (blue bars) rang-
ing from consumer to professional grade hardware. Blue
bars show the greatest performance of MadFlow when run-
ning on GPU devices. We observe that NVIDIA GPUs
with the Ampere architecture, such as the RTX A6000,
out-perfoms the previous Tesla generation. We have ob-
served that the performance of the AMD Radeon VII is
comparable to most professional grade GPUs presented in
the plot. The red bars show the timings for the same code
evaluated on CPU using all available cores. We confirm
that GPU timings are quite competitive when compared
to CPU performance, however some top-level chips such as
the AMD Epyc 7742, can get similar performance results
when compared to general consumer level GPUs, such as
the Quadro T2000. Note that in order to obtain good per-
formance and going into production mode, the MadFlow
user should adjust the maximum number of events per de-
vice, in order to occupy the maximum amount of memory
available. We conclude that the MadFlow implementation
confirms a great performance improvement when running
on GPU hardware, providing an interesting trade-o↵ in
terms of price cost and generated events.

6 S.C, J.C.M, M.R., M.Z.: MadFlow: automating Monte Carlo simulation on GPU for particle physics processes

Process MadFlow CPU MadFlow GPU MG5 aMC
gg ! tt̄ 9.86 µs 1.56 µs 20.21 µs
pp ! tt̄ 14.99 µs 2.20 µs 45.74 µs
pp ! tt̄g 57.84 µs 7.54 µs 93.23 µs
pp ! tt̄gg 559.67 µs 121.05 µs 793.92 µs

Table 1: Comparison of event computation time for
MadFlow and MG5 aMC, using an Intel i9-9980XE with
18 cores and 128GB of RAM for CPU simulation and the
NVIDIA Titan V 12GB for GPU simulation.

In Figure 4 we present a preliminary example of simu-
lation timings for 100k events using MadFlow as described
above for pp ! tt̄ggg with 2604 diagrams. The code gener-
ated for this example follows the same procedure adopted
for processes shown in Figure 3. We can remarkably con-
firm that MadFlow results on GPU are competitive when
compared CPU results even for a such large number of
diagrams (and thus required GPU memory), taking into
account that no custom code optimization has been in-
cluded. It is certainly true that the memory footprint and
the overall performances of the code can (and should) be
improved, e.g. by considering the Leading-Color approxi-
mation of the matrix element and/or possibly by perform-
ing a Monte-Carlo over color and helicity configurations,
we believe that these results confirm that GPU computa-
tion has a strong potential in HEP simulations at higher
orders.

3.3 Comparing to MG5 aMC

Finally, in Table 1 we measure and compare the required
time per event for the processes discussed above using
MadFlow and MG5 aMC simulations on a Intel i9-9980XE
CPU with 18 cores and 128GB of RAM and a NVIDIA Ti-
tan V 12GB GPU. As expected, we confirm that MadFlow
on GPU increases dramatically the evaluated number of
events per second.

Finally, as expected, the performance gain for GPUs
when compared to CPU decreases with the number of dia-
grams included in a given process thanks to the amount of
memory required to hold the computation workload. Such
limitation could be partially improved by using GPU mod-
els with larger memory, e.g. the new NVIDIA A100 with
80GB, by compressing and optimizing the kernel codes
before execution [12,23], and by using multi-GPU config-
urations where portions of diagrams are distributed across
devices.

4 Outlook

In conclusion in this work we present MadFlow, a new ap-
proach for the generalization of Monte Carlo simulation on
hardware accelerators. In particular, the MadFlow design
provides a fast and maintainable code which can quickly
port complex analytic expressions into hardware specific
languages without complex operations involving several

computer languages, tools and compilers. Furthermore, we
confirm the algorithm e↵ectiveness when running simula-
tion on hardware accelerators.

The MadFlow code is open-source and public available
on GitHub2 [18]. The repository contains links to docu-
mentation for installation, hardware setup, examples and
development.

As an outlook, we plan to continue the development
of MadFlow as an open-source library. Foreseen major im-
provements include: to replace the RAMBO phase-space
with more e�cient solutions based on the process topol-
ogy; to investigate the possibility to accelerate integration
using machine learning techniques; finally, to set the stage
for the the implementation of all required changes to ac-
commodate Next-to-Leading order computations.
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Figure 1. Total combined throughput for the gg! tt̄gg process using 1, 2, 4 or 8 copies of our
standalone application (see Ref. [1]), as a function of the CUDA grid size (number of blocks per
grid times number of threads per block, where the latter is fixed to 256).

ME calculation. In addition to speeding up the MadEvent non-ME component by parallelizing
it amongst di↵erent CPU cores, another advantage of this approach is that it could allow a
decrease in the RAM footprint of each madevent process on the CPU (which is problematic
as discussed in Ref. [1]), as it should be possible to achieve the same overall occupancy of the
GPU while decreasing the number of events computed in parallel by a single madevent process,
i.e. its CUDA grid size. The results of a preliminary test relevant to this approach are displayed
in Fig. 1, which shows the variation of the combined ME throughput achievable from a single
NVidia V100 GPU when this is shared by up to 8 processes running in parallel on di↵erent
CPU threads. The notable e↵ect that we were hoping to see, and which is indeed achieved, is
that the throughput curve moves to the left as the number of CPU processes increases, while
still reaching the same combined throughput plateau at the end: this means that the maximum
GPU throughput may be reached by running many CPU applications with smaller CUDA grid
sizes, rather than a single application with a very large grid size. Another positive result,
which however we were not anticipating and will deserve more in-depth analysis, is the fact that
the maximum combined GPU throughput actually increases by almost 50% when launching
kernels from di↵erent CPU threads. It should be stressed that this plot, which was obtained
using the infrastructure developed for the HEP-SCORE benchmarking project [8], refers to the
“standalone” application [1] where the ME calculation is not yet integrated in the full MadEvent
workflow: in the future, we plan to repeat similar studies using the full MadEvent workflows,
which would represent a more realistic test of a production-like heterogeneous scenario.

Figure 2. Total combined throughput for the gg! tt̄gg process as a function of the number of
copies of our standalone application, in our usual five C++ vectorization scenarios. The y-axis
represents the ratio of the achieved throughput to a reference with no vectorization and a single
CPU process. For reference, the range of values of the absolute throughputs is also shown.

this case, which seems enough. Our throughput results for the gg! tt̄ggg process are shown in
Table 3 for CUDA and Table 4 for vectorised C++. While encouraging, these results are still
preliminary and we plan to pursue further tests of this approach.

4. SYCL-based developments and C++ compiler studies
While all tables and plots presented so far in this paper refer to our original CUDA/C++
implementation, significant progress has also been achieved on various fronts in our parallel
implementations using performance portability frameworks. Most recently, this work has focused
on the SYCL implementation, while the developments using Kokkos have slowed down and
those based on Alpaka have stopped. As noted in Ref. [1], the main interest of these APIs
is that a single code base, with a few back-end-specific customizations, may be executed on
many architectures, including GPUs from di↵erent vendors such as NVidia, AMD and Intel.
This is shown in Fig. 3, which compares the performances of our CUDA, SYCL and Kokkos
implementations on di↵erent systems; compared to previous results [1], this ACAT2022 plot
is interesting because it also includes results on Intel XE-HPC, which is an early implementation
of the Aurora GPU. A notable achievement reported at ACAT2022 is that the SYCL
implementation of the ME calculation is now also fully integrated into MadEvent, which means
for instance that we are able to produce cross-sections and LHE event data files by o✏oading
the ME calculation to AMD or Intel GPUs, rather than using the Fortran CPU implementation.

A more recent development, which started well after ACAT2022, is that a vectorized SYCL
implementation for CPU has also been prototyped. Preliminary tests indicate that this achieves
a promising performance, with throughputs which sometimes exceed those of the gcc builds
of the CUDA/C++ implementation: while this is not yet understood and will require further
studies, it is likely that this may be due at least in part to the fact that the SYCL implementation
is built using the clang-based icx Intel compiler. As shown in Fig. 4, in fact, which presents
a recent [9] performance comparison between many builds of the CUDA/C++ implementation
using di↵erent C++ compilers, we have observed that the performance of icx builds is almost
the same as that of clang builds, which can be significantly better than that of gcc builds in some
cases (more than a factor 2 faster with AVX512/zmm vectorization and agressive inlining); these
results are however preliminary and will need more in-depth analysis. It is also interesting to note

Figure 3. Comparison of the CUDA, Kokkos and SYCL ME engines for gg! tt̄gg on
many GPUs, using the standalone application (with optimal GPU grid sizes at the throughput
plateau). “Xe-HP SDV” is a Software Development Vehicle for functional testing only, currently
used at Argonne and at other customer sites to prepare their code for future Intel data centre
GPUs. “XE-HPC” is an early implementation of the Aurora GPU. The throughput achieved
on a full Xeon 8180 CPU using SYCL and Kokkos multi-threading is also shown for reference.
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More versatile

• UFO2 updates the UFO standard to ship the information about any 
physics model Degrande et al, 1108.2040

• Python-based format, particles/interactions/parameters/… as objects
• Since UFO, many new features required extensions
• Analytic expression for partial decay widths
• Parameter running
• NLO counterterms (including possible infos on analytic continuation)
• Form factors / custom propagators
• …

• Makes it possible to benefit of current MC’s for a wider class of models

11
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Abstract We present an update of the Universal Feyn-
Rules Output model format, commonly known as the
UFO format, that is used by several automated matrix-
element generators and high-energy physics software.
We detail di↵erent features that have been proposed
as extensions of the initial format during the last ten
years, and collect them in the current second version of
the model format that we coin the Universal Feynman

Output format. Following the initial philosophy of the
UFO, they consist of flexible and modular additions to
address particle decays, custom propagators, form fac-
tors, the renormalisation group running of parameters
and masses, and higher-order quantum corrections.

BONN-TH-2023-03, DESY-23-051, FERMILAB-PUB-23-138-T, KA-TP-06-2023,

MCNET-23-06, P3H-23-023, TIF-UNIMI-2023-11

1 Introduction

During the last 25–30 years, several high-energy physics
software packages have been developed to explore the
electroweak scale and get information on the possible
physics beyond the Standard Model (BSM). Typical ex-
amples of such programs target the simulation of events
at high-energy collider, fixed-target or neutrino exper-

aE-mail: fuks@lpthe.jussieu.fr

iments, total and di↵erential cross section calculations
for many processes in the Standard Model (SM) and
beyond it, as well as the computation of dark matter
observables. These software tools generally require as
input, in one form or another, the particle spectrum
of the model, the list and the values of all parameters
that appear in its Lagrangian, as well as the list of all
interaction vertices among the di↵erent particles. His-
torically, each program followed its own format to input
the model information, with its own conventions and re-
strictions on the supported structures in a Lagrangian.
This severely limited the portability of a model, and
consequently multiplied the workload for the implemen-
tation and validation into several tools as advocated
in [1].

The UFO format [2] was proposed as a solution to
this issue, by introducing a new way to pass model in-
formation to high-energy physics software. Its goal is
to provide a flexible and fully generic format that goes
beyond existing formats in the sense that no assump-
tion on the supported structures appearing in the model
is enforced. All the model information is stored in an
abstract form, i.e. independent of the software. It is
then up to the tool using the UFO model to enforce
their restrictions at run time. The UFO representation
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Example:  
Running of parameters in EFT fits

12

dependent point µ = HT /2. We show results for two 4-fermion operators, one colour-octet
2L2H and one colour-singlet 2L2H, in Fig. 4.

Figure 4: Linear interference contribution at LO QCD and LO EW to the tt̄ invariant
mass differential cross-section for pp ! tt̄ at

p
s = 13TeV induced by the 2L2H colour-

octet operator O
(8)
tq (top) and by the 2L2H colour-singlet operator O

(1)
Qu (bottom), under

the scale choices µ = mtop and µ = HT /2; ⇤ is set to 2 TeV. The coefficients are set to 1 at
µ0 = 2TeV and RGE evolved. Results obtained without running are shown for comparison.
The SM renormalisation and factorisation scales µR and µF are set to HT /2. The bottom
plot shows the ratio between µ = HT /2 and µ = mtop; uncertainty is Monte Carlo.

The impact of a different scale choice is moderate for the colour-octet 2L2H operator
reaching at most 10%, as already discussed above, while it amounts to a significant, O(50%),
shift for the 2L2H colour-singlet operator. As expected, the difference between our two scale
choices is larger for the higher energy bins, where HT /2 � mtt̄, while the two scales coincide
at threshold as shown in the inset of Fig. 4. We provide additional plots, similar to Figure
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Wilson Coeff.
Linear fit Quadratic fit

No Running Dynamical Scale Fixed Scale No Running Dynamical Scale Fixed Scale
c(8,3)Qq [�19, 34] [�20, 33] [�19, 33] [�8.7, 7.5] [�8.2, 7.2] [�7.9, 6.9]

c(8,1)Qq [�7, 9] [�7, 9] [�7, 9] [�10.4, 5.5] [�10.0, 5.7] [�9.7, 5.7]

c8Qu [�16, 8] [�14, 6] [�13, 6] [�12.5, 4.3] [�11.4, 3.7] [�9.7, 3.4]

c8tq [�11, 5] [�9, 4] [�9, 4] [�10.4, 2.6] [�9.5, 2.3] [�8.2, 2.1]

c8Qd [�29, 14] [�27, 13] [�26, 13] [�15.6, 7.5] [�14.0, 6.9] [�12.1, 6.6]

c8tu [�11, 14] [�10, 15] [�10, 15] [�12.5, 7.6] [�12.1, 7.6] [�11.4, 7.5]

c8td [�22, 23] [�22, 25] [�22, 26] [�15.6, 10.0] [�15.1, 10.2] [�14.3, 10.2]

c(1,3)Qq [�19, 29] [�23, 33] [�24, 35] [�4.1, 3.6] [�4.0, 3.6] [�3.9, 3.6]

c(1,1)Qq [�49, 90] [�77, 154] [�60, 59] [�3.9, 3.8] [�3.8, 3.8] [�3.7, 3.8]

c1Qu [�300, 124] [�71, 25] [�50, 24] [�4.7, 4.6] [�4.8, 4.4] [�4.8, 4.2]

c1tq [�207, 103] [�47, 17] [�32, 17] [�3.7, 3.6] [�3.8, 3.4] [�3.8, 3.3]

c1Qd [�450, 995] [�211, 70] [�126, 65] [�6.0, 6.1] [�6.1, 5.9] [�6.0, 5.7]

c1tu [�52, 82] [�128, 323] [�189, 196] [�5.0, 4.8] [�4.9, 4.8] [�4.7, 4.8]

c1td [�268, 207] [�89, 84] [�72, 64] [�6.2, 6.3] [�6.1, 6.3] [�5.9, 6.3]

Table 4: Numerical results of our fit on the LHC top data in Table 3 under the three RGE
conditions described in the text, no running, dynamical scale (µ = HT /2), and fixed scale
(µ = mtop). The reported range for each operator is the 95% CL interval for the respective
Wilson coefficient, in units of 1/(2TeV)2, evaluated at µ0 = 2TeV. Results in the leftmost
three columns are obtained from a fit with linear SMEFT contributions only, while results in
the right three columns refer to a fit using the full linear + quadratic SMEFT contributions.

Figure 6: Plot of the results presented in Table 4. The three RGE cases are distinguished
by colour as described by the legend, while the order in c/⇤2 is distinguished by line
thickness, with the thick line corresponding to the fit using the full O(c2/⇤4) SMEFT
predictions and the thin line corresponding to only including the O(c/⇤2) component.
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Outlook

• Understanding and improving MC tools is crucial for a proper 
and efficient collaboration between theory and experiments

• Lot of recent activity, only a glimpse of it in these slides
• Inclusion of higher orders beyond NLO QCD
• Reduction of negative weights leads to reduction in needed n 

of events
• Faster simulations can profit of modern hardwares (GPUs)
• More flexibility in model formats leads to more possibility for 

BSM studies

13
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Thank you!


