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What is a plasma accelerator?

drivere- plasma oscillation

accelerated e-s

GeV class e- with sub-percent energy spread

8 GeV peak energy gain in a laser driven plasma 
accelerator (Gonçalves, PRL 122, 084801 (2019)

remains in the range of 1–7 pC=MeV, which is also the
highest value ever reported in this energy range. The 6D
brightness B6D;n of the e beams at the exit of the LWFA
mostly vibrates around the level of ∼1015 A=m2=0.1%, as
shown in Fig. 2(c). In the calculation of B6D;n, the trans-
verse normalized emittance is estimated by ϵn ¼ γσxσθ,
where γ is the relativistic Lorentz factor, σx and σθ are the
transverse size and rms divergence of the e beam, respec-
tively. The e-beam size σx and duration at the exit of the
LWFA are not measured but are assumed to be 3 μm and
10 fs, respectively, according to the following theoretical
simulation results. They are also comparable with the
reported values [25–27]. The maximum 6D brightness
B6D;n in this work is very close to the typical brightness
of e beams from state-of-the-art linac drivers [14] and about
5 times of that previously reported from a LWFA [15,16].
By adjusting the length of the acceleration stage, we

obtained monoenegetic e beams with peak energies (E)
tunable from 200 to 600 MeV, as shown in Fig. 3. The rms
energy spread (ΔE=E) of the produced e beams mostly
fluctuated around 1% and the rms divergence were around
0.3 mrad. The little change in the relative energy spread in
the range of 200–600 MeV indicated that the increase of
absolute energy spread was almost balanced by the increase
of the peak energy. The spatially integrated energy spectra
[Fig. 3(b)] indicated that a charge per energy interval of more
than 10 pC=MeV was reached. The all-round properties of e
beams achieved here such as the low energy spread (∼1%),
large charge (80 pC), and low divergence (0.26 mrad), are
already very close to satisfying the requirements for dem-
onstrating a high-gain soft x-ray free-electron laser if using a
transverse gradient undulator [17].
Three-dimensional particle-in-cell simulations using a

structured density profile with a density bump between
the two-segment plasmas were carried out to explain the
cascaded acceleration scheme via different buckets of the
laser-driven wakefield. The simulation was performed with

the code VORPAL [28] version 6.2.8 using parameters
matching the experimental conditions. The simulation win-
dow had three spatial dimensions without periodic boundary
conditions. The longitudinal and transverse window sizes
were 42 and 136 μm, respectively. The grid cell size was
determined as follows: △x ¼ 0.04, △y ¼ △z ¼ 0.2 μm. A
linearly polarized laser pulse with wavelength λ0 ¼ 0.8 μm,
normalized amplitude a0 ¼ 1.2, pulse duration τ ¼ 33 fs,
and FWHM spot size ω0 ¼ 31 μm, was incident from the
left boundary of the simulation box along x. The laser pulse
was assumed to be a Gaussian function and the plasma
profile was chosen to fit the measured density profile. It
began with an upward density ramp followed by a 1-mm-
long plateau with the density of 1 × 1019 cm−3, then a
density bumpwith the maximum density of 1.4 × 1019 cm−3

and a length of 250 μm, which was followed by a 250 μm
downward density ramp and a segment of 1.5-mm-long
plasma with the density of 0.6 × 1019 cm−3.
As the laser pulse propagated to x ¼ 0.90 mm in the

first plateau, the laser intensity a0 increased rapidly from
1.2 to 6 owing to the intense relativistic self-focusing of
the laser beam, as shown in Fig. 4(a). Also shown in
Fig. 4(a) was the evolution of the phase velocity βp, which
decreased due to the rapid increase of the laser intensity as
described by βp ≈ −4=ðckp

ffiffiffi
a

p
Þ × da=dtþ βϕ, where kp

is plasma wave number, c denotes the light speed in
vacuum, and βϕ is the wake phase velocity without
accounting for the effect of the pulse intensity evolution
[23]. The first self-injection occurred in the second
bucket when the laser intensity a increased to 5.0 at
x ¼ 0.78 mm, owing to the rapid variation of the plasma
wave phase velocity βp, as shown in Fig. 4(a). The laser
intensity decreased after x ¼ 0.90 mm, and the wake
phase velocity increased accordingly. Because a density
bump followed at x ¼ 1 mm, the βp increased rapidly and
became higher than the light speed in vacuum. Although
the laser pulse experienced another intense self-focusing
starting from x ¼ 1.09 to 1.18 mm and the intensity a
increased from 4.5 to 6.8 rapidly, the wake phase velocity
βp could still remain higher than the light speed in vacuum
because the density bump could counteract the influence
of the rapid increase of the laser intensity. As compared
with the two-segment plasmas without the density bump,
as shown in Fig. 4(b), the rapid decrease of the wake phase
velocity βp at x ¼ 1.14 mm owing to the rapid increase of
the laser intensity would induce the second electron self-
injection. Therefore, by constructing a density bump
between the two-segment plasmas, the second electron
injection could be prohibited.
Furthermore, the self-injected electron in the second

bucket could be more efficiently accelerated in a quasi-
phase-stable way via rephasing in the density bump region
where the wake phase velocity βp was higher than the light
speed in vacuum [23,29]. Figures 4(c)–4(f) present 4
typical snapshots of the 2D electron density distribution

(a)

50
0

70
0

E
ne

rg
y

(M
eV

)

Divergence angle 10 mrad

30
0

(b)2.0    2.5   3.0    3.5   4.0

200 400 600
0

5

10

15

Energy (MeV)

dN
/d

E
(p

C
/M

eV
)

   l2
(mm) E = 250 MeV

E/E = 0.9%
Q = 70 pC

FIG. 3. Measured energy spectra of high-quality e beams while
adjusting the length of the second-segment plasma (l2) from 2.0
to 4.0 mm. Angle resolved (a) and integrated (b) spectra of
tunable e beams with peak energies (E) ranging from 250 to
550 MeV, respectively.

PRL 117, 124801 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

16 SEPTEMBER 2016

124801-3

W. Wang et al. PRL 117, 124801 (2016)



Jorge Vieira | GoLP Global Seminar | November 19th,  2021 

What is a plasma accelerator?

drivere- plasma oscillation

accelerated e-s

Lasing at 27 nm using laser plasma accelerators
W. Wang et al. Nature 595, 516 (2021)

518 | Nature | Vol 595 | 22 July 2021
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electron beam was adjusted by an additional pair of electromagnetic 
quadrupoles to retain the minimum transverse sizes throughout the 
undulator. The parameters of the components in the beamline were 
optimized for the electron beam with a reference energy of around 
490 MeV (see Extended Data Fig. 2). Several beam profile monitors 
(profiles) equipped with cerium-doped yttrium aluminium garnet 
(YAG) screens were used at different locations along the beamline to 
monitor the positions and transverse profiles of the electron beams. 
With the quadrupoles installed, the measured r.m.s. size of the electron 
beam was reduced from approximately 0.8 mm to a minimum value 
of less than 0.1 mm in the horizontal and vertical directions (Fig. 1c). 
Figure 1d shows the electron-beam profile at the exit of the undulators, 
and reveals that a relatively small beam size can be maintained in the 
undulators. The corresponding pointing fluctuations of around 1 mm 
(r.m.s.) are estimated over 50 shots at the entrance of the undulators 
(see Extended Data Fig. 4).

When passing through the undulator, the electron beam produced 
synchrotron undulator radiation with a wavelength centred at the 
resonant wavelength λr, given by λ K γ= (1 + /2)/2r 0

2
0
2 . The interaction 

between the electrons oscillating in the undulator and the radiation 
produced led to periodic longitudinal modulation (microbunching) 
at the period of the resonant wavelength. This result corresponded to 
a coherent superposition of the radiation. An exponential amplification 
process developed along the direction of the undulator length. As 
shown in Fig. 1a, the presented beamline contained three 1.5-m-long 
undulators with a 10-mm gap and a 25-mm period length, respectively. 
An associated undulator parameter of K0 = 1.41 was determined, and 
this yielded an on-axis radiation wavelength of 27.3 nm for the electron 
beam with a reference energy of 490 MeV. The FEL parameter was there-
fore estimated as ρ ≈ 5 × 10−3 according to the parameters of the obtained 
electron beams, and the corresponding ideal gain length was 
L λ π ρ= /4 3 ≈ 0.23 mG u0

. The radiation power typically reached satu-
ration after 18–20 gain lengths24, indicating that a total undulator length 
of 4.5 m is sufficient for FEL operation in the saturation regime. Con-
sidering the degradation that is induced by a non-ideal electron beam, 

and in particular the large energy spread, the actual gain length would 
be relatively long. However, the undulator was still sufficiently long 
for the FEL to operate in the exponential-amplification regime, as illus-
trated in detail below.

The radiation at the end of the undulators was measured with 
an X-ray charge-coupled device (CCD) camera (see  Methods).  
Figure 2a shows a typical single-shot transverse profile measure-
ment, which reveals a value of approximately 27 nm. The spot sizes 
in the horizontal and vertical directions were 2.1 mm and 1.6 mm 
(FWHM), respectively. The corresponding number of photons col-
lected by the CCD camera was 3.1 × 109, counted within the 3σ range 
of the radiation signal. Given the transmission of the 0.5-µm-thick 
Al foil and the quantum efficiency of the CCD camera, the energy of 
the undulator radiation was calculated to be approximately 30 nJ. 
The radiation energy distribution over 270 pulses is shown in Fig. 2b. 
Most of the shots showed a radiation energy of between 0.5 nJ and 
50 nJ, and the maximum energy exceeded 150 nJ; this is indicative 
of operation in the exponential amplification regime, as illustrated 
below. Figure 2c, d displays the radiation spectra and the correspond-
ing electron-beam spectra over six shots. The centre wavelength of the 
radiation was 27 nm and the corresponding resonant electron-beam 
energy was 492.7 MeV; this is in reasonable agreement with the meas-
ured average energy of the electron beam (486.2 MeV), considering 
the 3% variation in the measured peak energy in the second electron 
spectrometer. Moreover, transverse coherence was deduced from 
the results of Young’s double-slit interference experiment (Fig. 2e, f).  
An interference fringe visibility of 30% was inferred.

Exponential amplification was verified by introducing a transverse 
kick of the electron-beam trajectory between two adjacent undulators, 
at a magnitude sufficient to suppress the amplification process in the 
downstream undulator. The required critical angle φc for FEL suppres-
sion was determined by φ λ L= /c r G and was estimated to be 0.35 mrad, 
where LG is the power gain length; this could be induced by a pair of 
x- and y-plane dipole correctors installed between adjacent undulators. 
In this work, the correctors installed between the second and the third 
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Fig. 2 | Measurement of undulator radiation. a, Measured transverse 
radiation pattern of a typical pulse on the X-ray CCD camera located 12 m 
downstream from the gas target. The scale bar is normalized. b, Shot-to-shot 
radiation energy over 270 pulses. c, d, Measured radiation spectra (c) and the 

corresponding electron-beam energy spectra (d) detected by the second 
spectrometer located at the exit of the undulator. e, f, Image (e) and count 
profile (f) of the interference pattern generated when radiation propagates 
through two 10-µm slits with a slit separation of 40 µm.
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Picture: W.P. Leemans and E. Esarey, Physics Today 62, 3, 44 (2009)

Concept of a plasma based linear colliderParticle physics strategy update

Roadmap for a plasma based linear collider
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A hybrid, asymmetric, linear Higgs factory

based on plasma-wakefield and radio-frequency acceleration

B. Foster,1, ⇤ R. D’Arcy,2 and C. A. Lindstrøm3

1John Adams Institute for Accelerator Science at University of Oxford, Oxford, UK
2Deutsches Elektronen-Synchrotron DESY, Hamburg, Germany

3Department of Physics, University of Oslo, Oslo, Norway
(Dated: March 28, 2023)

The construction of an electron–positron collider “Higgs factory” has been stalled for a decade,
not because of feasibility but because of the cost of conventional radio-frequency (RF) acceleration.
Plasma-wakefield acceleration promises to alleviate this problem via significant cost reduction based
on its orders-of-magnitude higher accelerating gradients. However, plasma-based acceleration of
positrons is much more di�cult than for electrons. We propose a collider scheme that avoids positron
acceleration in plasma, using a mixture of beam-driven plasma-wakefield acceleration to high energy
for the electrons and conventional RF acceleration to low energy for the positrons. We emphasise the
benefits of asymmetric energies, asymmetric bunch charges and asymmetric transverse emittances.
The implications for luminosity and experimentation at such an asymmetric facility are explored
and found to be comparable to conventional facilities; the cost is found to be much lower.

I. INTRODUCTION

There is a consensus in the world-wide particle-physics
community [1, 2] that the next energy-frontier particle
collider should be an electron–positron “Higgs factory”,
which would greatly extend our understanding of the
most mysterious, and newest, of the elementary parti-
cles that make up what is known as the Standard Model
of particle physics. Such a Higgs factory would produce
copious amounts of Higgs bosons via the reaction

e
+
e
� ! HZ,

which requires an energy in excess of 216 GeV. Al-
though the LHC both discovered the Higgs boson and
has made impressive determinations of many of its prop-
erties, which will also improve with future LHC running,
it is widely accepted that an electron–positron Higgs
factory, with its exceptionally clean experimental con-
ditions, will greatly extend our knowledge beyond what
even the full running envisaged for the High-Luminosity
LHC can achieve [3].

There is however no consensus on the best technology
for such a Higgs factory. The relatively mature proposals,
the International Linear Collider (ILC) [4], using super-
conducting niobium radio-frequency (RF) cavity struc-
tures and the Compact Linear Collider (CLIC) [5], using
normal-conducting copper accelerating structures, are
expensive. Circular colliders use mature technology but
have to be very large to give reasonable synchrotron-
radiation losses, so that the Chinese Electron–Positron
Collider (CEPC) [6] is similar in capital construction cost
to the linear colliders, while the Future Circular Collider
(FCC–ee) [7] is significantly more expensive. A tech-
nology that could promise a Higgs factory at a greatly
reduced cost would therefore be truly disruptive.

⇤
brian.foster@physics.ox.ac.uk

In recent years, the field of plasma-wakefield acceler-
ators (PWFA) [8–11] has seen enormous advances. The
demonstration of stable operation for many hours [12]
and that MHz repetition rates are in principle allowed
by basic plasma properties [13] open up the possibil-
ity of user-oriented devices coming into operation within
the next decade, e.g. a plasma-driven free-electron laser
[14, 15] or a plasma injector to a storage ring [16].
However, despite discussion going on for four decades

[17, 18], as yet no PWFA device has contributed to
particle-physics applications. There are several rea-
sons for this. Energy-frontier devices such as electron–
positron colliders probe point-like processes whose an-
nihilation cross-sections fall like 1/s, where

p
s is the

center-of-mass (c.m.) energy. To produce interesting
numbers of events, the luminosity or, equivalently, beam
power, must increase with energy to compensate. Even
the most powerful PWFAs, such as at FACET-II [19] and
FLASHForward [20], are still limited to beam powers far
below those required for e.g. the ILC [4]. This is even
more true for laser-driven plasma-wakefield acceleration
(LWFA), where the power e�ciency of appropriate lasers
is still many orders of magnitude below particle-physics
requirements [21]. For this reason, we confine our re-
marks below to beam-driven (PWFA) devices.
Another problem, by no means the least di�cult, is

the acceleration of positrons in a PWFA device [22]. Al-
most all experimental work to date has been carried out
with electron acceleration. Pioneering work at the FFTB
and FACET facilities at SLAC [23–29] has demonstrated
positron acceleration, but reproducibility, stability, ef-
ficiency and beam parameters appropriate for particle-
physics applications are not currently in sight. There are
many proposals for possible positron-acceleration mech-
anisms [30–34]. However, experimental demonstration,
hopefully possible in the future at FACET-II, seems likely
to be many years away. Application in a user-oriented fa-
cility is even further in the future.
The above situation is particularly unfortunate in that,
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AWAKE experiment

500 GeV
10 cm long

nplasma ≃ 1014 cm−3
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Electron acceleration at the AWAKE experiment

Seeded self-modulation instability Electron acceleration

driving initial wakefields with amplitude [between
(2.8! 0.3) and ð4.1! 0.4Þ MV=m] much larger than those
of the shot noise assumed in [28] driving < 100 kV=m
fields. These irregularities correspond to 14%–20% of the
bunch peak density maintained over at least one period
of the wakefields. Since the amplitude of the initial
wakefields at the RIF and that of wakefields driven by
incoming bunch irregularities follow essentially the same
scaling [W⊥ðtÞ ∝ nbðtÞ=ne0], we expect the transition from
SSM to SMI to occur at the same time along the bunch,
independently of the bunch and plasma densities. We also
note here that we interpret the reproducibility of the bunch
modulation as also that of the wakefields driven toward the
end of the plasma, after saturation of the SM process [16].
The wakefield structure is intrinsically linked to the
distribution of the self-modulated proton bunch.
The phase reproducibility can be further confirmed by

similar phase variation measurements at various delays
behind the RIF. Sets of approximately ten images with
delay increments of 50 ps between each set were acquired
at a higher plasma density ne0 ¼ 1.81 × 1014 cm−3 and a
fixed RIF timing of 125 ps (0.5σt). Since for these
measurements, the RIF is placed much closer to the bunch
center (0.5σt) than the SSM-SMI transition point deter-
mined from the lower plasma density measurements
(∼1.9σt), we expect the SM process to be in the SSM
regime. This is confirmed by Fig. 4. Because of the time
overlap between sets, all images can be “stitched” together
using the LRS as described in Ref. [26] [see Fig. 4(a)]. It is
immediately clear from the figure that microbunches of all
events align themselves in time or phase and form a
coherent modulation of the bunch density over ∼2σt behind
the RIF. This is only possible when proper seeding is
provided (SSM) for each event, relative phase variations
between events are small [i.e., all sequences look similar to

that of Fig. 2(b)], and the modulation phase is reproducible
all along the bunch. All features visible in Fig. 4(a)
would wash out if phases were randomly distributed as
in Fig. 2(a).
Figure 4(b) shows the result of the phase analysis applied

to these events. Over the ∼2σt measurement range, larger
than the delay from the RIF of ∼1σt typically foreseen for
external electron injection, the phase variations remain
small and in a similar range to those obtained at lower
plasma density. Variations along the bunch are most likely
due to changes in signal that can be seen in Fig. 4(a) and on
individual images, which affects the accuracy of the phase
determination. The measured variations remain approxi-
mately constant and between 3% and 7% (of 2π) all along
the bunch.
Summary.—We presented the results of experimental

studies of the SM phase for different timings of the RIF
with respect to the proton bunch, measured after the
10-m-long plasma. These results demonstrate that the
SM process can be seeded; i.e., the phase of the modulation
can be defined by the RIF and reproducible from event to
event. We observe the transition from phase nonreprodu-
cibility and instability (SMI) to seeding and phase repro-
ducibility (SSM) when the transverse wakefield at the RIF
exceeds a threshold amplitude, between (2.8! 0.3) and
ð4.1! 0.4Þ MV=m for ne0 ¼ 0.94 × 1014 cm−3. This value
is much larger than that calculated from the bunch shot
noise assumed in [28] driving < 100 kV=m fields. We
show that in the SSM regime variations of the modulation
phase along the bunch (∼2σt) are small, measured at ≤ 7%.
We attribute most of these small variations to the meas-
urement accuracy of the modulation phase within single,
73 ps time windows including only 6–9 modulation
periods. The phase reproducibility also observed at
higher plasma density allows for detailed observation of
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FIG. 4. (a) Time-resolved, “stitched” image of the self-modulated proton bunch with tRIF ¼ 125 ps (0.5σt), ne0 ¼ 1.81 × 1014 cm−3.
The RIF is at t ¼ 0 on the image (not visible). The LRS is visible every 50 ps at the bottom of the image. (b) Modulation rms phase
variation for each set of images with equal LRS timing.
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The phase reproducibility can be further confirmed by
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than the delay from the RIF of ∼1σt typically foreseen for
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plasma density. Variations along the bunch are most likely
due to changes in signal that can be seen in Fig. 4(a) and on
individual images, which affects the accuracy of the phase
determination. The measured variations remain approxi-
mately constant and between 3% and 7% (of 2π) all along
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Summary.—We presented the results of experimental

studies of the SM phase for different timings of the RIF
with respect to the proton bunch, measured after the
10-m-long plasma. These results demonstrate that the
SM process can be seeded; i.e., the phase of the modulation
can be defined by the RIF and reproducible from event to
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cibility and instability (SMI) to seeding and phase repro-
ducibility (SSM) when the transverse wakefield at the RIF
exceeds a threshold amplitude, between (2.8! 0.3) and
ð4.1! 0.4Þ MV=m for ne0 ¼ 0.94 × 1014 cm−3. This value
is much larger than that calculated from the bunch shot
noise assumed in [28] driving < 100 kV=m fields. We
show that in the SSM regime variations of the modulation
phase along the bunch (∼2σt) are small, measured at ≤ 7%.
We attribute most of these small variations to the meas-
urement accuracy of the modulation phase within single,
73 ps time windows including only 6–9 modulation
periods. The phase reproducibility also observed at
higher plasma density allows for detailed observation of
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FIG. 4. (a) Time-resolved, “stitched” image of the self-modulated proton bunch with tRIF ¼ 125 ps (0.5σt), ne0 ¼ 1.81 × 1014 cm−3.
The RIF is at t ¼ 0 on the image (not visible). The LRS is visible every 50 ps at the bottom of the image. (b) Modulation rms phase
variation for each set of images with equal LRS timing.
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and the 1.5-mm resolution of the optical system lead to an energy 
uncertainty of approximately 2%. The overall uncertainty, however, is  
dominated by the emittance of the accelerated electrons, and can be larger 
than 10%. The use of the focusing quadrupoles limits this uncertainty  
to approximately 5% for electrons near to the focused energy.

Owing to the difficulty of propagating an electron beam of well-
known intensity to the spectrometer at AWAKE, the charge response 
of the scintillator is calculated using data acquired at CERN’s Linear 
Electron Accelerator for Research (CLEAR) facility. This calibration 
is performed by placing the scintillator and vacuum window next to 
a beam charge monitor on the CLEAR beam line and measuring the 
scintillator signal. The response of the scintillator is found to depend 
linearly on charge over the range 1–50 pC. The response is also found to 
be independent of position and of energies in the range 100–180 MeV, 
to within the measurement uncertainty. This charge response is then 
recalculated for the optical system of the spectrometer at AWAKE by 
imaging a well-known light source at both locations. A response of 
(6.9 ± 2.1) × 106 CCD counts per incident picocoulomb of charge, given 
the acquisition settings used at AWAKE, is determined. The large 1σ 
uncertainty is due to different triggering conditions at CLEAR and 
AWAKE and systematic uncertainties in the calibration results.

Reliable acceleration of electrons relies on reproducible self-modulation  
of the proton beam. As well as the observation of the transverse  
expansion of the proton bunch, the optical and coherent transition radi-
ation diagnostics showed clear microbunching of the beam. The proton 
microbunches were observed to be separated by the plasma wavelength 
(inferred from the measured rubidium vapour density, see Methods) for 
all parameter ranges investigated; they were also reproducible and stable 
in phase relative to the seeding. The detailed study of the self-modulation  
process will be the subject of separate AWAKE publications.

The data presented here were collected in May 2018. In Fig. 2a we 
show an image of the scintillator from an electron acceleration event 
at a plasma density of 1.8 × 1014 cm−3, with a measured density differ-
ence of +5.3% ± 0.3% over 10 m in the direction of propagation of the 

proton bunch. This image has been background-subtracted and cor-
rected for vignetting and electron-angle effects (Methods). The quadru-
poles of the spectrometer were focusing at an energy of approximately 
700 MeV during this event, creating a substantial reduction in the ver-
tical spread of the beam. In Fig. 2b we show a projection obtained by 
integrating over a central region of the scintillator. A 1σ uncertainty 
band, which comes from the background subtraction, is shown around 
zero. The peak in this figure has a high signal-to-noise ratio, which 
provides clear evidence of accelerated electrons. In both the image and 
the projection, the charge density is calculated using the central value 
of 6.9 × 106 CCD counts per picocoulomb. The asymmetric shape of 
the peak is due to the nonlinear position–energy relationship induced 
in the electron bunch by the magnetic field; when re-binned in energy, 
the signal peak is approximately Gaussian. Accounting for the sys-
tematic uncertainties described earlier, the observed peak has a mean 
of 800 ± 40 MeV, a FWHM of 137.3 ± 13.7 MeV and a total charge 
of 0.249 ± 0.074 pC. The amount of charge captured is expected to 
increase considerably17 as the emittance of the injected electron bunch 
is reduced and its geometric overlap with the wakefield is improved.

The stability and reliability of the electron acceleration is evidenced 
by Fig. 3, which shows projections from many consecutive electron- 
injection events. Each row in this plot is the background-subtracted 
projection from a single event, with the colour representing the signal 
intensity. The events correspond to a 2-h running period during which 
the quadrupoles were varied to focus over a range of approximately 
460–620 MeV. Other parameters, such as the proton-bunch population, 
were not deliberately changed but vary naturally on a shot-to-shot basis. 
Despite the quadrupole scan and the natural fluctuations in the beam 
parameters, the plot still shows consistent and reproducible acceleration 
of electron bunches to approximately 600 MeV. The plasma density for 
these events is 1.8 × 1014 cm−3, with no density gradient. This lack of 
gradient is the cause of the difference in energy between the event in 
Fig. 2 and the events in Fig. 3.

The energy gain achievable by introducing a more optimal gradient 
is demonstrated in Fig. 4, which shows the peak energy achieved at 
different plasma densities with and without a gradient. The density gra-
dients chosen are those that are observed to maximize the peak energy 
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Fig. 2 | Signal of accelerated electrons. a, An image of the scintillator 
(with horizontal distance x and vertical distance y) with background 
subtraction and geometric corrections applied is shown, with an electron 
signal clearly visible. The intensity of the image is given in charge Q 
per unit area (d2Q/dxdy), calculated using the central value from the 
calibration of the scintillator. b, A projection of the image in a is obtained 
by integrating vertically over the charge observed in the central region 
of the image. A 1σ uncertainty band from the background subtraction 
is shown in orange around zero. Both the image (a) and the projection 
(b) are binned in space, as shown on the top axis, but the central value 
from the position–energy conversion is indicated at various points on the 
bottom axis. The electron signal is clearly visible above the noise, with a 
peak intensity at an energy of E ≈ 800 MeV.
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Fig. 3 | Background-subtracted projections of consecutive electron-
injection events. Each projection (event) is a vertical integration over  
the central region of a background-subtracted spectrometer camera  
image. Brighter colours indicate regions of high charge density  
dQ/dx, corresponding to accelerated electrons. The quadrupoles of the 
spectrometer were varied to focus at energies of 460–620 MeV over the 
duration of the dataset. No other parameters were varied deliberately. The 
consistent peak around energy E ≈ 600 MeV demonstrates the stability and 
reliability of the electron acceleration.
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Conclusions

Challenges 
Emittance preservation in staging, tolerances, power dissipation

Strong recent progress in plasma based accelerators research 
Sub-% energy spread, mm-mrad normalized emittance, good for XUV/soft x-ray FEL

New perspectives for HEP 
Use extremely high electric fields to accelerate unstable particles
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