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● New challenges for HEP computing, already 
started with Run-3

○ ALICE: continuous readout Pb-Pb@50kHz
○ LHCb: 30MHz input rate at Software Trigger

● Challenges starting from Run-4 for ATLAS-CMS
○ 3x instantaneous luminosity
○ 10x simulated data
○ >3x trigger rate
○ 60 —> 140-200 PU

● Need of getting HEP software ready
○ Management of exabyte-scale data
○ Exploit new available hardware and HPC centers
○ Performance Portability for sustainable computing

Computing challenges for Run-3 and HL-LHC

[link]

https://espace.cern.ch/HiLumi/WP2/Wiki/HL-LHC%20Parameters.aspx
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Towards new computing models

● ALICE and LHCb implemented their TDRs for 
Run-3 and Run-4

○ Upgrade of O2 facility   

○ Allen: HLT1 on GPU
● ATLAS Phase-2 CDR out in 2020 while CMS CDR 

expected next year
○ Solutions to stay in the computing budgets

■ R&D needed: simulations, accelerators, 
usage of HPC centers

● New challenges with HL-LHC
○ Unprecedented read-out rates and complexity

● And computing technologies rapidly changing
○ Leverage state-of-the-art technologies is 

mandatory
■ Need training and more synergies with 

computing experts

http://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf
https://cds.cern.ch/record/2011297/files/ALICE-TDR-019.pdf
https://cds.cern.ch/record/2319756/files/LHCB-TDR-018.pdf
https://cds.cern.ch/record/2759072/files/CMS-TDR-022.pdf
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What’s going on in Run-3? - LHCb
● New detector upgrades and new Trigger System

○ ~5x instantaneous Luminosity
○ 1MHz→ 30MHz input rate to software trigger
○ Full software-based trigger (HLT1 + HLT2)

■ FPGAs-based clustering for Silicon Pixel 
detector

■ HLT1: GPU based reconstruction
● Simplified and Faster reconstruction
● Reduces output rate by a factor 30-60

■ HLT2: CPU-based full reconstruction
● Offline-Quality reconstruction

■ Alignment and Calibrations performed on 
buffered data from HLT1 on CPU

● Achieving 30MHz with less than 200 GPUs! 

- LHCb High-Level-Trigger TDR
- LHCb Computing Model TDR
- Commissioning LHCb’s GPU high level trigger

https://cds.cern.ch/record/2717938/files/LHCB-TDR-021.pdf
https://cds.cern.ch/record/2319756/files/LHCB-TDR-018.pdf
https://cds.cern.ch/record/2801723/files/LHCb-PROC-2022-002.pdf
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What’s going on in Run-3? - ALICE

ALICE 2ms TF of 50kHz 
Pb-Pb data

● Continuous readout at 50kHz for Pb-Pb
○ No trigger, no event rejection: 1kHz → 50kHz
○ Time-frame (TF) of 2.5-20ms instead of event 

acquisition
○ 100x more data to process and store

● Upgrade in O2 facility
○ First Level Processing (FLP):

■ Readout + FPGA corrections
○ Event Processing Node (EPN)

■ Fully equipped with AMD GPUs
■ Synchronous Processing (online)

● TF building + Calibration + 
Compression

■ Asynchronous Processing
● Full calibration + Full reconstruction

● Replacing 80 AMD CPU 3.3GHz Cores with a 
single AMD-Mi50 GPU

< 900 GB/s

< 130 GB/s

THE O2 SOFTWARE FRAMEWORK AND GPU USAGE IN ALICE ON AND OFFLINE 
RECONSTRUCTION IN RUN3 - CHEP2023 - David Rohr, Giulio Eulisse

ALICE Upgrade of the Online-Offline computing system

ALICE 2ms TF of 
50kHz Pb-Pb 
data

https://indico.jlab.org/event/459/contributions/12432/
https://indico.jlab.org/event/459/contributions/12432/
https://cds.cern.ch/record/2011297/files/ALICE-TDR-019.pdf
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What’s going on in Run-3? - CMS

C ● Adopted GPUs at the HLT (200 nodes, 2CPU - 2 GPU NVIDIA T4)
○ HCAL, ECAL, pixel local reconstruction and pixel tracking.

■ Significant part of the HLT
● Lot of R&D in Performance Portability

○ Alpaka integration foreseen for 2023 Data Taking
● Aiming to offload 10% of  (Run-3 and Phase-2) offline reconstruction by end of 2023

+80% throughput
-40% Average time per event
-30% power consumption

- The CMS heterogeneous 
reconstruction - CHEP2023, 
F.Pantaleo
- Run-3 Commissioning of 
CMS Online HLT 
reconstruction using GPUs - 
CHEP2023, G. Parida

HLT

https://indico.cern.ch/event/1230126/contributions/5315416/attachments/2642333/4572930/The%20CMS%20heterogeneous%20reconstruction%20(3).pdf
https://indico.cern.ch/event/1230126/contributions/5315416/attachments/2642333/4572930/The%20CMS%20heterogeneous%20reconstruction%20(3).pdf
https://indico.cern.ch/event/1230126/contributions/5315416/attachments/2642333/4572930/The%20CMS%20heterogeneous%20reconstruction%20(3).pdf
https://indico.jlab.org/event/459/contributions/11822/
https://indico.jlab.org/event/459/contributions/11822/
https://indico.jlab.org/event/459/contributions/11822/
https://indico.jlab.org/event/459/contributions/11822/
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What’s going on in Run-3? - ATLAS

● Adapt new multi-threaded framework 
AthenaMT

○ Exploit Gaudi TBB scheduler 
○ Inter-event

■ Multiple-event in parallel
○ Intra-event

■ Multiple-algorithm in parallel
○ Intra-algorithm

■ Parallelism in the algorithm
● Several improvements in L1Calo and HLT 

Algorithms
○ Usage of FPGAs at L1 for features extraction
○ Adapt HLT to Multi-Threaded framework

● ATLAS: several R&D projects for using 
accelerators

○ GPU Tracking with ACTS 
○ FastCaloSim on GPU

Performance of Multi-threaded Reconstruction in ATLAS
- traccc - A (Close To) Single-Source Tracking Demonstrator on CPUs/GPUs - A. Krasznahorkay
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https://cds.cern.ch/record/2771777/files/ATL-SOFT-PUB-2021-002.pdf
https://indico.jlab.org/event/459/contributions/11420/attachments/9416/13657/traccc%20-%20A%20(Close%20To)%20Single-Source%20Tracking%20Demonstrator%20on%20CPUs_GPUs%202023.05.08..pdf
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Detector Simulations

● Simulations are dominating Run 3 
CPU usage

○ ALICE 50%, LHCb 90%, ATLAS 50%
● Lot of R&D towards new techniques 

and use of accelerators
○ AdePT and Celeritas for full GPU 

simulation
○ FastSim using parameterized 

simulations
○ FastSim using ML Techniques

- Lamarr the LHCb Ultra-Fast Simulation Framework - 
L.Anderlini

- Deep generative models for fast photon shower simulation in 
ATLAS

[link]

[link] [link]

MC Simulations

[link]

https://cds.cern.ch/record/2815733/files/Lamarr%20the%20LHCb%20Ultra-Fast%20Simulation%20Framework%20(3).pdf
https://cds.cern.ch/record/2815733/files/Lamarr%20the%20LHCb%20Ultra-Fast%20Simulation%20Framework%20(3).pdf
https://arxiv.org/pdf/2210.06204.pdf
https://arxiv.org/pdf/2210.06204.pdf
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/
https://cds.cern.ch/record/2814081
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SIMU-2020-04/
https://cds.cern.ch/record/2850602/files/LHCb-PUB-2023-002.pdf
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What about HL-LHC? 

● LHC Luminosity 5-7.5 x 1034

○ 3x events
○ Increasing event complexity: PU 140-200

● CMS and ATLAS fully upgraded
○ Increased Trigger Rate

■ ATLAS:    3.2 kHz  ⇒ ~10 kHz
■ CMS:   2.6 kHz  ⇒ ~7.5 kHz

● Intensive Computing R&D needed to stay 
in the computing model budget

○ Generators and detector simulation
○ Reconstruction algorithms
○ R&D needed to exploit new accelerators 

and HPC Centers

https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults#
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/
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● HPC centers offer unique opportunities
○ Heterogeneity: CPU, GPU, FPGA
○ Different architectures (x86, ARM, Power9)

■ As well as for GPUs (Nvidia, AMD, Intel)
○ Usage of accelerators to offload compute-intensive 

tasks and fully exploit node capabilities
● LHC workflows at HPC: not a trivial task

○ Different connectivity requirements
○ Different hardware setups (RAM, local storage)
○ Authentication

● Lot of expertise and efforts needed
○ Adapt HTC to HPC

■ Infrastructures, policies
○ Performance Portability plays an important role to 

achieve flexibility

10

HPC @ LHC 

AMD

Intel Intel + Nvidia

AMD + Nvidia

[credits] [credits]

[credits] [credits]

https://blogs.nvidia.com/blog/2021/05/27/nersc-perlmutter-ai-supercomputer/
https://wccf.tech/1961r
https://www.intel.com/content/www/us/en/high-performance-computing/supercomputing/exascale-computing.html
https://leonardo-supercomputer.cineca.eu/
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● ALICE: Marconi @ CINECA, Cori and 
Lawrencium @ LBNL for O2 MC Production

○ Also ported O2 to ARM, under study 

● ATLAS: Offload MC Production on many HPC 
centers: @ NERSC, NSF, CINECA, BCS, Vega, 
Karolina, …

○ Recently crossed 1M simultaneous cores
● CMS:  Offload Reconstruction and MC + 

digitization
○ Through HEPCloud or sites extension
○ up to 10% CPU capacity of CMS

● LHCb: Offloading MC Production
○ Efforts in developing tools to access 

HPC sites with different requirements

11

HPC @ LHC in Action

[link]

[link]

https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults
https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults
https://indico.fnal.gov/event/58165/contributions/262841/attachments/165827/220435/20230411%20ATLAS%20S%26C%20HEP-CCE.pdf
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Performance Portability libraries

● Several accelerators available on the market 
○ CPUs, GPUs, FPGAs, ASICs

● And also several vendors
○ Intel, AMD, ARM, Power, NVIDIA
○ Different programming libraries

● And we must be ready for new devices and solutions
● Portable code is the solution

○ Long-Term maintainability, and testability
○ Avoid code duplication
○ Same algorithms for different hardware
○ Support for new devices

● Performance Portability Libraries
○ Abstraction layer to hide backend 

implementation
○ Express parallelism on all the backends
○ Alpaka, Kokkos, SYCL

https://github.com/alpaka-group/alpaka
https://kokkos.org/about/
https://www.khronos.org/sycl/
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● ALICE opted for a custom 
portability layer

○ Generic C++ wrappers to support 
CUDA, HIP and CPU

● CMS adopted Alpaka as portability 
layer for Run-3

○ Migrating CUDA code to Alpaka
○ Close-to-native performance 

achieved with Alpaka
○ Evaluating other portability layers 

for Phase-2
● ATLAS and LHCb are evaluating 

Performance Portability Library
○ SYCL, Kokkos

● R&D for event generation with 
Madgraph

○ SYCL, Kokkos, Alpaka

13

Performance Portability Libraries in Action

-Adoption of the alpaka performance portability library in the CMS software - A.Bocci
-Integrating oneAPI/SYCL in the ATLAS Software
-Speeding up Madgraph5_aMC@NLO through CPU vectorization and GPU offloading

https://indico.jlab.org/event/459/contributions/11402/attachments/9362/13571/2023.05.09%20-%20A.%20Bocci%20-%20Adoption%20of%20the%20alpaka%20performance%20portability%20library%20in%20the%20CMS%20software.pdf
https://indico.cern.ch/event/1225408/contributions/5243838/attachments/2612574/4514271/Integrating%20oneAPI_SYCL%20in%20the%20ATLAS%20Software%202023.03.16..pdf
https://indico.cern.ch/event/1106990/contributions/4997226/
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● Heterogeneous Architectures and multi-threaded platforms are fundamental to fully 
exploit the Run-3 and HL-LHC physics program

○ Demonstrated in Run-3 by all the experiments
● R&D needed now to face the challenges of HL-LHC

○ New developments in parallel computing and ML
○ Fully exploit HPCs

■ Performance Portability extremely important for flexible software
■ Maintain synergies with HPCs and experiments

● Need retain and train new computing experts
○ Hackathons are nice way to kickstart projects, to train and support people

14

Conclusions

Special thanks to:
Zach Marshall (ATLAS), Concezio Bozzi, Michel De Cian (LHCb), Stefano Piano, David Rohr 

(ALICE), Danilo Piparo, Christoph Wissing, Vladimir Ivantchenko (CMS)
for providing the material and the help in preparing this talk


