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If there is a weak neutral current, then the elastic scattering process &+A &+A should
have a sharp coherent forward peak just as e+A -e+A does. Experiments to observe this
peak can give important information on the isospin structure of the neutral current. The
experiments are very difficult, although the estimated cross sections (about 10 38 cm2 on
carbon) are favorable. The coherent cross sections (in contrast to incoherent) are almost
energy-independent. Therefore, energies as low as 100 MeV may be suitable. Quasi-
coherent nuclear excitation processes v+A v+ A*provide possible tests of the conservation of
the weak neutral current. Because of strong coherent effects at very low energies, the
nuclear elastic scattering process may be important in inhibiting cooling by neutrino
emission in stellar collapse and neutron stars.

There is recent experimental evidence' from
CERN and NAL which suggests the presence of a
neutral current in neutrino-induced interactions.
A primary goal of future neutrino experiments is
to confirm the present findings and to investigate
the properties of the weak neutral current, for
example, the space inversion and internal sym-
metry structure.
Our purpose here is to suggest a class of ex-

periments which can yield information on the iso-
spin structure of the neutral current not obtainable
elsewhere. The idea is very simple: If there is
a weak neutral current, elastic neutrino-nucleus
scattering should exhibit a sharp coherent forward
peak characteristic of the size of the target just
as electron-nucleus elastic scattering does. In a
sense we are talking about measurements of the
nuclear form factors of the weak neutral current
analogous to the measurements of the nuclear
form factors of the electromagnetic neutral cur-
rent in elastic electron scattering experiments. '
In fact, for the same nucleus, these form factors
should have the same q' dependence. Therefore,
the size of the cross section or its extrapolated
forward value gi-res information on the structure
of the weak current itself. In the simplest case
(S= 0, Z= N nuclei such as He~ or C") the strength
of the polar-vector isoscalar component of the
weak neutral current is measured directly.
Our suggestion may be an act of hubris, because

the inevitable constraints of interaction rate, res-
olution, and background pose grave experimental
difficulties for elastic neutrino-nucleus scattering.
We will discuss these problems at the end of this
note, but first we wish to present the theoretical
ideas relevant to the experiment:s.
Although the weak neutral current finds a natural

place in the beautiful unified gauge theories, ' it is

important to interpret experimental results in a
very broad theoretical framework. 4 We assume
a general current-current effective Lagrangian

which is consistent with the early findings' but far
from established. An intermediate neutral vector
boson could be included here without affecting the
analysis of the low-momentum-transfer processes
we are interested in.
The currents will first be written in their fund-

amental form as they would occur, for example,
in particular unified gauge models of the weak,
electromagnetic, and strong interactions. We will
then write an expression which is essentially
model-independent and sufficiently general to
parameter ize realistic experiments.
To begin with, we write the neutrino current as

Ip="'Yp(l ou'Y5)& g

where V —A. coupling is not assumed. The had-
ronic current is assumed to be a sum of com-
ponents, each corresponding to a symmetry of
strong interactions. For example, in a model
with the Glashow-Iliopoulos-Maiani (GIM) mech-
anism, ' one would have

g ~1 = b(Zq + os A~) +y(Jq + urAq) + c(Jq + a,Aq)
+ t (J1=1,lg=0+ ~I=1,Is= oAI=LI~=0) . (~)

that is one would have a linear combination of
baryon number, hyperehange, charm, and third
component of isospin. We assume that the polar-
vector currents are conserved and normalized
(at zero momentum transfer) to the corresponding
quantum number s.
Realistic experiments are done with the left-
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The coherent elastic scatteringof neutrinos off nuclei has eludeddetection for fourdecades, even
though its predicted cross section is by far the largest of all low-energy neutrino couplings.This
mode of interaction offers new opportunities to study neutrino properties and leads to a
miniaturization of detector size, with potential technological applications.We observed this
process at a 6.7s confidence level, using a low-background, 14.6-kilogram CsI[Na] scintillator
exposed to the neutrino emissions from the Spallation Neutron Source at Oak Ridge National
Laboratory.Characteristic signatures in energyand time, predictedby the standardmodel for this
process, were observed in high signal-to-background conditions. Improved constraints on
nonstandard neutrino interactions with quarks are derived from this initial data set.

T
he characteristic most often associated
with neutrinos is a very small probability
of interaction with other forms of matter,
allowing them to traverse astronomical ob-
jects while undergoing no energy loss. As a

result, large targets (tons to tens of kilotons) are
used for their detection. The discovery of a weak
neutral current in neutrino interactions (1) im-
plied that neutrinos were capable of coupling
to quarks through the exchange of neutral Z
bosons. Soon thereafter, it was suggested that
this mechanism should also lead to coherent
interactions between neutrinos and all nucleons
present in an atomic nucleus (2). This possibility
would exist only as long as the momentum ex-
changed remained smaller than the inverse of
the nuclear size (Fig. 1A), effectively restricting
the process to neutrino energies below a few tens
of MeV. The enhancement to the probability of

interaction (scattering cross section)would, how-
ever, be very large relative to interactions with
isolated nucleons, approximately scalingwith the
square of the number of neutrons in the nucleus
(2, 3). For heavy nuclei and sufficiently intense
neutrino sources, this can lead to a marked re-
duction indetectormass, down to a fewkilograms.
Coherent elastic neutrino-nucleus scattering

(CEnNS) has evaded experimental demonstra-
tion in the 43 years since its first theoretical
description. This is somewhat surprising, in view
of the magnitude of its expected cross section
relative to other tried-and-tested neutrino cou-
plings (Fig. 1B) and of the availability of suitable
neutrino sources: solar, atmospheric, and terres-
trial sources as well as supernova bursts, nuclear
reactors, spallation facilities, and certain radio-
isotopes (3). This delay stems from the difficulty
in detecting the low-energy (few keV) nuclear

recoil produced as the single outcome of the
interaction. Relative to a minimum ionizing par-
ticle of the same energy, a recoiling nucleus has
a diminished ability to generate measurable
scintillation or ionization in common radiation
detector materials. This is exacerbated by a trade-
off between the enhancement to the CEnNS cross
section (brought about by a large nuclear mass)
and the smallermaximum recoil energy of a heavy
target nucleus.
The interest in CEnNS detection goes beyond

completing the picture of neutrino couplings pre-
dicted by the standard model of particle inter-
actions. In the time since its description, CEnNS
has been suggested as a tool to expand our knowl-
edge of neutrino properties. These studies include
searches for sterile neutrinos (4–6), a neutrino
magnetic moment (7, 8), nonstandard interac-
tions mediated by new particles (9–11), probes of
nuclear structure (12), and improved constraints
on the value of the weak nuclear charge (13). In
addition to these, the reduction in neutrino de-
tectormassmay lead to a number of technological
applications (14), such as nonintrusive nuclear
reactormonitoring (15). CEnNS is also expected to
dominate neutrino transport in neutron stars and
during stellar collapse (16–18). Direct searches for
weakly interactingmassive particles (WIMPs)—the
dark matter candidates most favored at present—
rely on the same untested coherent enhancement
to theWIMP-nucleus scattering cross section, and
will soon be limited by an irreducible CEnNS
background from solar and atmospheric neutrinos
(19). The importance of this process has gen-
erated a broad array of proposals for potential
CEnNS detectors: superconducting devices (3),
cryogenic detectors (20–22), modified semiconduc-
tors (23–25), noble liquids (26–30), and inorganic
scintillators (31), among others.
The Spallation Neutron Source (SNS) at Oak

Ridge National Laboratory generates the most in-
tense pulsedneutron beams in theworld, produced
by the interactions of accelerator-drivenhigh-energy
(~1 GeV) protons striking amercury target. These
beams serve an array of neutron-scattering
instruments and a cross-disciplinary community
of users. Spallation sources are known to sim-
ultaneously create a large yield of neutrinos, gen-
erated when pions, themselves a by-product of
proton interactions in the target, decay at rest.
The resulting low neutrino energies are favor-
able for CEnNS detection (3, 32, 33). Three
neutrino flavors are produced—prompt muon
neutrinos nm, delayed electron neutrinos ne, and
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sin2θSMW ¼ 0.23857ð5Þ; ð1Þ

motivating a further investigation of all the inputs entering in
this measurement.
The APV determination of sin2 ϑW is derived by meas-

uring the weak charge of 133Cs, QCs
W . In the SM, for a

nucleus with N neutrons and Z protons, the weak charge
including EW corrections is defined as [14]

QSMþrad corr
W ≡ −2½ZðgepAV þ 0.00005Þ

þ NðgenAV þ 0.00006Þ&
!
1 − α

2π

"

≈ Zð1 − 4sin2θSMW Þ − N; ð2Þ

where α is the fine structure constant and the nucleon
couplings, gepAV and genAV , are given by

gepAV ≈ −
1

2
þ 2 sin2 θSMW ; and genAV ≈

1

2
: ð3Þ

The numerically small adjustments in Eq. (2) are discussed
in Ref. [14] and include the result of the γZ-box correction
from Ref. [15]. For cesium, where N ¼ 78 and Z ¼ 55, the
SM prediction of the weak charge is [1]

QSMþrad corr
W ¼ −73.23ð1Þ: ð4Þ

Experimentally, the weak charge of a nucleus is extracted
from the ratio of the parity violating amplitude, EPNC, to the
Stark vector transition polarizability, β, and by calculating
theoretically EPNC in terms of QW , leading to

QW ¼ N
!
ImEPNC

β

"

exp

!
QW

NImEPNC

"

th
βexpþth; ð5Þ

where βexpþth and ðImEPNCÞth are determined from atomic
theory, and Im stands for imaginary part. In 1997, the
most precise result of QCs

W was obtained using the exper-
imental input [9] ðImEPNC=βÞexp ¼ −1.5935ð56Þ mV=cm
or ðImEPNC=βÞexp ¼ −3.0988ð109Þ × 10−13jej=a2B (where
aB is the Bohr radius and jej is the electric charge), if β is
given in atomic units to be consistent with Eq. (5). In 1999,
a more precise value of QCs

W was extracted, using the most
accurate value of β at the time, β ¼ 26.957ð51Þa3B, coming
from an analysis [16] of the Bennett and Wieman mea-
surements [17]. Moreover, the theoretical uncertainty of
ðImEPNCÞth was reevaluated by improving the calculation
with the comparison with other measurable quantities, such
as hyperfine levels, obtaining

ðImEPNCÞth ¼ 0.9065ð36Þ × 10−11jeja2B
QW

N
: ð6Þ

Using this input, the value of QCs
W ¼ −72.06ð28Þexpð34Þth

was measured, which differed from the SM prediction
at the time by 2.3σ. Over the past decade, several
theoretical developments appeared to reduce the tension
with the SM (such as the inclusion of Breit and QED
radiative corrections), shifting the numerical coefficient
in Eq. (6) to 0.8906ð26Þ × 10−11. This led to QCs

W ¼
−73.16ð29Þexpð20Þth, in excellent agreement with the
SM expectation. However, a recent reevaluation [10],
with the inclusion of many-body effects that were
neglected in previous works, moved back the result to
values more similar with earlier works [18], namely
ðImEPNCÞth ¼ 0.8977ð40Þ × 10−11jeja2B

QW
N , leading to

QCs
W ¼ −72.58ð29Þexpð32Þth. By comparing the experi-

mental value with the up-to-date SM prediction in
Eq. (4), a difference of 1.5σ is found, δQCs

W≡
QCs

W −QSMþrad corr
W ¼ 0.65ð43Þ. This translates in a similar

deviation in the weak mixing angle, giving sin2 θW ¼
0.2356ð20Þ, to be compared to the SM value in Eq. (1).
In this paper, we want to discuss the effect on QCs

W of the
difference between the neutron and proton distribution in a
nucleus, in view of a recent measurement of the average
neutron rms distribution radius, Rn, of 133Cs and 127I [13].
Indeed, the parity violation in atoms is dominated by the
Z-boson exchange between atomic electrons and neutrons,
and so ðImEPNCÞth must be computed from the atomic wave
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FIG. 1. Variation of sin2 ϑW with energy scale Q. The SM
prediction is shown as the solid curve, together with experimental
determinations in black at the Z-pole [1] (Tevatron, LEP1, SLC,
LHC), from APV on cesium [9,10], which has a typical
momentum transfer given by hQi ≃ 2.4 MeV, Møller scattering

]11 ] (E158), deep inelastic scattering of polarized electrons on
deuterons [3] (e2H PVDIS) and from neutrino-nucleus scattering
[12] (NuTeV) and the new result from the proton’s weak charge at
Q ¼ 0.158 GeV [6] (Qweak). In red it is shown the result derived
in this paper, obtained correcting the APV data point by the direct
cesium neutron rms radius determination obtained in Ref. [13].
For clarity we displayed the old APV point to the left and the
Tevatron and LHC points horizontally to the left and to the right,
respectively.
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motivating a further investigation of all the inputs entering in
this measurement.
The APV determination of sin2 ϑW is derived by meas-

uring the weak charge of 133Cs, QCs
W . In the SM, for a

nucleus with N neutrons and Z protons, the weak charge
including EW corrections is defined as [14]

QSMþrad corr
W ≡ −2½ZðgepAV þ 0.00005Þ

þ NðgenAV þ 0.00006Þ&
!
1 − α

2π

"

≈ Zð1 − 4sin2θSMW Þ − N; ð2Þ

where α is the fine structure constant and the nucleon
couplings, gepAV and genAV , are given by

gepAV ≈ −
1

2
þ 2 sin2 θSMW ; and genAV ≈

1

2
: ð3Þ

The numerically small adjustments in Eq. (2) are discussed
in Ref. [14] and include the result of the γZ-box correction
from Ref. [15]. For cesium, where N ¼ 78 and Z ¼ 55, the
SM prediction of the weak charge is [1]

QSMþrad corr
W ¼ −73.23ð1Þ: ð4Þ

Experimentally, the weak charge of a nucleus is extracted
from the ratio of the parity violating amplitude, EPNC, to the
Stark vector transition polarizability, β, and by calculating
theoretically EPNC in terms of QW , leading to

QW ¼ N
!
ImEPNC

β

"

exp

!
QW

NImEPNC

"

th
βexpþth; ð5Þ

where βexpþth and ðImEPNCÞth are determined from atomic
theory, and Im stands for imaginary part. In 1997, the
most precise result of QCs

W was obtained using the exper-
imental input [9] ðImEPNC=βÞexp ¼ −1.5935ð56Þ mV=cm
or ðImEPNC=βÞexp ¼ −3.0988ð109Þ × 10−13jej=a2B (where
aB is the Bohr radius and jej is the electric charge), if β is
given in atomic units to be consistent with Eq. (5). In 1999,
a more precise value of QCs

W was extracted, using the most
accurate value of β at the time, β ¼ 26.957ð51Þa3B, coming
from an analysis [16] of the Bennett and Wieman mea-
surements [17]. Moreover, the theoretical uncertainty of
ðImEPNCÞth was reevaluated by improving the calculation
with the comparison with other measurable quantities, such
as hyperfine levels, obtaining

ðImEPNCÞth ¼ 0.9065ð36Þ × 10−11jeja2B
QW

N
: ð6Þ

Using this input, the value of QCs
W ¼ −72.06ð28Þexpð34Þth

was measured, which differed from the SM prediction
at the time by 2.3σ. Over the past decade, several
theoretical developments appeared to reduce the tension
with the SM (such as the inclusion of Breit and QED
radiative corrections), shifting the numerical coefficient
in Eq. (6) to 0.8906ð26Þ × 10−11. This led to QCs

W ¼
−73.16ð29Þexpð20Þth, in excellent agreement with the
SM expectation. However, a recent reevaluation [10],
with the inclusion of many-body effects that were
neglected in previous works, moved back the result to
values more similar with earlier works [18], namely
ðImEPNCÞth ¼ 0.8977ð40Þ × 10−11jeja2B

QW
N , leading to

QCs
W ¼ −72.58ð29Þexpð32Þth. By comparing the experi-

mental value with the up-to-date SM prediction in
Eq. (4), a difference of 1.5σ is found, δQCs

W≡
QCs

W −QSMþrad corr
W ¼ 0.65ð43Þ. This translates in a similar

deviation in the weak mixing angle, giving sin2 θW ¼
0.2356ð20Þ, to be compared to the SM value in Eq. (1).
In this paper, we want to discuss the effect on QCs

W of the
difference between the neutron and proton distribution in a
nucleus, in view of a recent measurement of the average
neutron rms distribution radius, Rn, of 133Cs and 127I [13].
Indeed, the parity violation in atoms is dominated by the
Z-boson exchange between atomic electrons and neutrons,
and so ðImEPNCÞth must be computed from the atomic wave
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LHC), from APV on cesium [9,10], which has a typical
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]11 ] (E158), deep inelastic scattering of polarized electrons on
deuterons [3] (e2H PVDIS) and from neutrino-nucleus scattering
[12] (NuTeV) and the new result from the proton’s weak charge at
Q ¼ 0.158 GeV [6] (Qweak). In red it is shown the result derived
in this paper, obtained correcting the APV data point by the direct
cesium neutron rms radius determination obtained in Ref. [13].
For clarity we displayed the old APV point to the left and the
Tevatron and LHC points horizontally to the left and to the right,
respectively.
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sin2θSMW ¼ 0.23857ð5Þ; ð1Þ

motivating a further investigation of all the inputs entering in
this measurement.
The APV determination of sin2 ϑW is derived by meas-

uring the weak charge of 133Cs, QCs
W . In the SM, for a

nucleus with N neutrons and Z protons, the weak charge
including EW corrections is defined as [14]

QSMþrad corr
W ≡ −2½ZðgepAV þ 0.00005Þ

þ NðgenAV þ 0.00006Þ&
!
1 − α

2π

"

≈ Zð1 − 4sin2θSMW Þ − N; ð2Þ

where α is the fine structure constant and the nucleon
couplings, gepAV and genAV , are given by

gepAV ≈ −
1

2
þ 2 sin2 θSMW ; and genAV ≈

1

2
: ð3Þ

The numerically small adjustments in Eq. (2) are discussed
in Ref. [14] and include the result of the γZ-box correction
from Ref. [15]. For cesium, where N ¼ 78 and Z ¼ 55, the
SM prediction of the weak charge is [1]

QSMþrad corr
W ¼ −73.23ð1Þ: ð4Þ

Experimentally, the weak charge of a nucleus is extracted
from the ratio of the parity violating amplitude, EPNC, to the
Stark vector transition polarizability, β, and by calculating
theoretically EPNC in terms of QW , leading to

QW ¼ N
!
ImEPNC

β

"

exp

!
QW

NImEPNC

"

th
βexpþth; ð5Þ

where βexpþth and ðImEPNCÞth are determined from atomic
theory, and Im stands for imaginary part. In 1997, the
most precise result of QCs

W was obtained using the exper-
imental input [9] ðImEPNC=βÞexp ¼ −1.5935ð56Þ mV=cm
or ðImEPNC=βÞexp ¼ −3.0988ð109Þ × 10−13jej=a2B (where
aB is the Bohr radius and jej is the electric charge), if β is
given in atomic units to be consistent with Eq. (5). In 1999,
a more precise value of QCs

W was extracted, using the most
accurate value of β at the time, β ¼ 26.957ð51Þa3B, coming
from an analysis [16] of the Bennett and Wieman mea-
surements [17]. Moreover, the theoretical uncertainty of
ðImEPNCÞth was reevaluated by improving the calculation
with the comparison with other measurable quantities, such
as hyperfine levels, obtaining

ðImEPNCÞth ¼ 0.9065ð36Þ × 10−11jeja2B
QW

N
: ð6Þ

Using this input, the value of QCs
W ¼ −72.06ð28Þexpð34Þth

was measured, which differed from the SM prediction
at the time by 2.3σ. Over the past decade, several
theoretical developments appeared to reduce the tension
with the SM (such as the inclusion of Breit and QED
radiative corrections), shifting the numerical coefficient
in Eq. (6) to 0.8906ð26Þ × 10−11. This led to QCs

W ¼
−73.16ð29Þexpð20Þth, in excellent agreement with the
SM expectation. However, a recent reevaluation [10],
with the inclusion of many-body effects that were
neglected in previous works, moved back the result to
values more similar with earlier works [18], namely
ðImEPNCÞth ¼ 0.8977ð40Þ × 10−11jeja2B

QW
N , leading to

QCs
W ¼ −72.58ð29Þexpð32Þth. By comparing the experi-

mental value with the up-to-date SM prediction in
Eq. (4), a difference of 1.5σ is found, δQCs

W≡
QCs

W −QSMþrad corr
W ¼ 0.65ð43Þ. This translates in a similar

deviation in the weak mixing angle, giving sin2 θW ¼
0.2356ð20Þ, to be compared to the SM value in Eq. (1).
In this paper, we want to discuss the effect on QCs

W of the
difference between the neutron and proton distribution in a
nucleus, in view of a recent measurement of the average
neutron rms distribution radius, Rn, of 133Cs and 127I [13].
Indeed, the parity violation in atoms is dominated by the
Z-boson exchange between atomic electrons and neutrons,
and so ðImEPNCÞth must be computed from the atomic wave
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FIG. 1. Variation of sin2 ϑW with energy scale Q. The SM
prediction is shown as the solid curve, together with experimental
determinations in black at the Z-pole [1] (Tevatron, LEP1, SLC,
LHC), from APV on cesium [9,10], which has a typical
momentum transfer given by hQi ≃ 2.4 MeV, Møller scattering

]11 ] (E158), deep inelastic scattering of polarized electrons on
deuterons [3] (e2H PVDIS) and from neutrino-nucleus scattering
[12] (NuTeV) and the new result from the proton’s weak charge at
Q ¼ 0.158 GeV [6] (Qweak). In red it is shown the result derived
in this paper, obtained correcting the APV data point by the direct
cesium neutron rms radius determination obtained in Ref. [13].
For clarity we displayed the old APV point to the left and the
Tevatron and LHC points horizontally to the left and to the right,
respectively.
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Figure 7: Projected 95% CL allowed regions for non-standard interactions
(NSI) at the Very Near Site, using Ge and Si targets. Same as Fig. 6, but for Ge
and Si targets in Phase 2 only.

We can also consider other combinations of targets. In Appendix. B we plot results
for all targets, detector locations and phases; we show only selected results here. In Fig. 7
we show the projected allowed regions for Ge + Si (planned targets for the RICOCHET
experiment) in Phase 2. In this case, the di↵erence in N/Z between the two experiments
is larger than for Ge + Zn (the lines forming the allowed regions have noticeably di↵erent
slopes for Ge and Si). This results in much smaller allowed regions when the two experiments
are combined.

In Fig. 8, we show the allowed regions for a combination of CaWO4 and Al2O3 (the
NUCLEUS experiment). In this case, the smaller payloads lead to wider allowed regions
(especially in the case of Al2O3). For Zn, Ge and Si, the shape of the allowed regions was
set by N/Z. For CaWO4 and Al2O3, there is no method of determining which nucleus the
neutrino is scattering o↵, so we might expect wider, more complicated regions. In fact, for
Al2O3, Al and O have very similar N/Z ratios, so that both nuclei receive roughly the same
rate enhancement for a given set of NSI couplings. For CaWO4, the rate is in fact dominated
by scattering o↵ W5. This means that for low enough thresholds CaWO4 is e↵ectively a
single-nucleus target. Furthermore, the large neutron content of W means that relatively
tight constraints can be obtained in spite of the smaller payloads.

Finally, in Fig. 9, we show the combined NSI constraints for di↵erent combinations of
targets in Phase 2. These appear as black contours in Figures 6 to 8; we overlay them here
and zoom in on the Standard Model point (white cross) for comparison. Focusing on flavor-
conserving couplings (left panel), we see that the combined CaWO4+Al2O3 allowed regions
bound the NSI couplings at the 25% level, competitive with LHC constraints. This is in spite
of the much smaller payloads compared with the Ge, Zn and Si targets. For combined Ge +
Zn and Ge + Si analyses, the non-universal NSI couplings are constrained down to the level

5This can be seen in the solid black line in the right panel of Fig. 3; the ‘kink’ in the rate above ⇠ 0.5 keV
corresponds to the point where scattering on W begins to be kinematically disfavoured and scattering from
lighter nuclei begins to dominate.

– 15 –

Non standard interactions (NSI)

V. Romeri, today
G. Sanchez-Garcia, Wednesday



Vignati -

Applications

4

(N, Z) (N, Z)

Neutrino	magne7c	dipole	moment	(NMM)	

NU-CLEUS1kg	µ! ≈ 3.2×10-!" m!/1eV µ! 
NMM	can	be	wriRen	as	(SM):	
	
	
à10-21-10-18μB	 		(Dirac)	
à10-25-10-23μB	 		(Majorana)	

NMM	in	SM	extensions:	
	
à10-12-10-10μB	 	(Majorana)	
à	<	10-14μB	 	 	(Dirac)	

!!!"
!!!

~!!!
1− !!/!!

!!
+ !!
4!!!

 

Addi7ve	component	to	CNNS	cross-sec7on:	

A.B.	Balantekin,	N.	Vassh,	Phys.	Rev.	D	89	(2014)	no.7,	073013	
	

M.	Fukugita	et	al.,	Phys.	Rev.	LeR.	58	(1987)	1807	

!! = 2.9×10!!!!! 

NU-CLEUS	can	improve	presently	
best	limit	on	NMM		
àStudy	nature	of	neutrinos	
àIndica7ons	for	new	physics	

Ge	

Si	

Raimund	Strauss,	GSSI	Seminar,	2018	

magnetic dipole moment of neutrino
Neutrino	magne7c	dipole	moment	(NMM)	

NU-CLEUS1kg	µ! ≈ 3.2×10-!" m!/1eV µ! 
NMM	can	be	wriRen	as	(SM):	
	
	
à10-21-10-18μB	 		(Dirac)	
à10-25-10-23μB	 		(Majorana)	

NMM	in	SM	extensions:	
	
à10-12-10-10μB	 	(Majorana)	
à	<	10-14μB	 	 	(Dirac)	

!!!"
!!!

~!!!
1− !!/!!

!!
+ !!
4!!!

 

Addi7ve	component	to	CNNS	cross-sec7on:	

A.B.	Balantekin,	N.	Vassh,	Phys.	Rev.	D	89	(2014)	no.7,	073013	
	

M.	Fukugita	et	al.,	Phys.	Rev.	LeR.	58	(1987)	1807	

!! = 2.9×10!!!!! 

NU-CLEUS	can	improve	presently	
best	limit	on	NMM		
àStudy	nature	of	neutrinos	
àIndica7ons	for	new	physics	

Ge	

Si	

Raimund	Strauss,	GSSI	Seminar,	2018	

Neutrino	magne7c	dipole	moment	(NMM)	

NU-CLEUS1kg	µ! ≈ 3.2×10-!" m!/1eV µ! 
NMM	can	be	wriRen	as	(SM):	
	
	
à10-21-10-18μB	 		(Dirac)	
à10-25-10-23μB	 		(Majorana)	

NMM	in	SM	extensions:	
	
à10-12-10-10μB	 	(Majorana)	
à	<	10-14μB	 	 	(Dirac)	

!!!"
!!!

~!!!
1− !!/!!

!!
+ !!
4!!!

 

Addi7ve	component	to	CNNS	cross-sec7on:	

A.B.	Balantekin,	N.	Vassh,	Phys.	Rev.	D	89	(2014)	no.7,	073013	
	

M.	Fukugita	et	al.,	Phys.	Rev.	LeR.	58	(1987)	1807	

!! = 2.9×10!!!!! 

NU-CLEUS	can	improve	presently	
best	limit	on	NMM		
àStudy	nature	of	neutrinos	
àIndica7ons	for	new	physics	

Ge	

Si	

Raimund	Strauss,	GSSI	Seminar,	2018	

M. Tórtola, today

C
adeddu, M

 and D
ordei, F,  

Phys. R
ev. D

 99 (2019) 033010

sin2θSMW ¼ 0.23857ð5Þ; ð1Þ

motivating a further investigation of all the inputs entering in
this measurement.
The APV determination of sin2 ϑW is derived by meas-

uring the weak charge of 133Cs, QCs
W . In the SM, for a

nucleus with N neutrons and Z protons, the weak charge
including EW corrections is defined as [14]

QSMþrad corr
W ≡ −2½ZðgepAV þ 0.00005Þ

þ NðgenAV þ 0.00006Þ&
!
1 − α

2π

"

≈ Zð1 − 4sin2θSMW Þ − N; ð2Þ

where α is the fine structure constant and the nucleon
couplings, gepAV and genAV , are given by

gepAV ≈ −
1

2
þ 2 sin2 θSMW ; and genAV ≈

1

2
: ð3Þ

The numerically small adjustments in Eq. (2) are discussed
in Ref. [14] and include the result of the γZ-box correction
from Ref. [15]. For cesium, where N ¼ 78 and Z ¼ 55, the
SM prediction of the weak charge is [1]

QSMþrad corr
W ¼ −73.23ð1Þ: ð4Þ

Experimentally, the weak charge of a nucleus is extracted
from the ratio of the parity violating amplitude, EPNC, to the
Stark vector transition polarizability, β, and by calculating
theoretically EPNC in terms of QW , leading to

QW ¼ N
!
ImEPNC

β

"

exp

!
QW

NImEPNC

"

th
βexpþth; ð5Þ

where βexpþth and ðImEPNCÞth are determined from atomic
theory, and Im stands for imaginary part. In 1997, the
most precise result of QCs

W was obtained using the exper-
imental input [9] ðImEPNC=βÞexp ¼ −1.5935ð56Þ mV=cm
or ðImEPNC=βÞexp ¼ −3.0988ð109Þ × 10−13jej=a2B (where
aB is the Bohr radius and jej is the electric charge), if β is
given in atomic units to be consistent with Eq. (5). In 1999,
a more precise value of QCs

W was extracted, using the most
accurate value of β at the time, β ¼ 26.957ð51Þa3B, coming
from an analysis [16] of the Bennett and Wieman mea-
surements [17]. Moreover, the theoretical uncertainty of
ðImEPNCÞth was reevaluated by improving the calculation
with the comparison with other measurable quantities, such
as hyperfine levels, obtaining

ðImEPNCÞth ¼ 0.9065ð36Þ × 10−11jeja2B
QW

N
: ð6Þ

Using this input, the value of QCs
W ¼ −72.06ð28Þexpð34Þth

was measured, which differed from the SM prediction
at the time by 2.3σ. Over the past decade, several
theoretical developments appeared to reduce the tension
with the SM (such as the inclusion of Breit and QED
radiative corrections), shifting the numerical coefficient
in Eq. (6) to 0.8906ð26Þ × 10−11. This led to QCs

W ¼
−73.16ð29Þexpð20Þth, in excellent agreement with the
SM expectation. However, a recent reevaluation [10],
with the inclusion of many-body effects that were
neglected in previous works, moved back the result to
values more similar with earlier works [18], namely
ðImEPNCÞth ¼ 0.8977ð40Þ × 10−11jeja2B

QW
N , leading to

QCs
W ¼ −72.58ð29Þexpð32Þth. By comparing the experi-

mental value with the up-to-date SM prediction in
Eq. (4), a difference of 1.5σ is found, δQCs

W≡
QCs

W −QSMþrad corr
W ¼ 0.65ð43Þ. This translates in a similar

deviation in the weak mixing angle, giving sin2 θW ¼
0.2356ð20Þ, to be compared to the SM value in Eq. (1).
In this paper, we want to discuss the effect on QCs

W of the
difference between the neutron and proton distribution in a
nucleus, in view of a recent measurement of the average
neutron rms distribution radius, Rn, of 133Cs and 127I [13].
Indeed, the parity violation in atoms is dominated by the
Z-boson exchange between atomic electrons and neutrons,
and so ðImEPNCÞth must be computed from the atomic wave
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prediction is shown as the solid curve, together with experimental
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Q ¼ 0.158 GeV [6] (Qweak). In red it is shown the result derived
in this paper, obtained correcting the APV data point by the direct
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Figure 7: Projected 95% CL allowed regions for non-standard interactions
(NSI) at the Very Near Site, using Ge and Si targets. Same as Fig. 6, but for Ge
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We can also consider other combinations of targets. In Appendix. B we plot results
for all targets, detector locations and phases; we show only selected results here. In Fig. 7
we show the projected allowed regions for Ge + Si (planned targets for the RICOCHET
experiment) in Phase 2. In this case, the di↵erence in N/Z between the two experiments
is larger than for Ge + Zn (the lines forming the allowed regions have noticeably di↵erent
slopes for Ge and Si). This results in much smaller allowed regions when the two experiments
are combined.

In Fig. 8, we show the allowed regions for a combination of CaWO4 and Al2O3 (the
NUCLEUS experiment). In this case, the smaller payloads lead to wider allowed regions
(especially in the case of Al2O3). For Zn, Ge and Si, the shape of the allowed regions was
set by N/Z. For CaWO4 and Al2O3, there is no method of determining which nucleus the
neutrino is scattering o↵, so we might expect wider, more complicated regions. In fact, for
Al2O3, Al and O have very similar N/Z ratios, so that both nuclei receive roughly the same
rate enhancement for a given set of NSI couplings. For CaWO4, the rate is in fact dominated
by scattering o↵ W5. This means that for low enough thresholds CaWO4 is e↵ectively a
single-nucleus target. Furthermore, the large neutron content of W means that relatively
tight constraints can be obtained in spite of the smaller payloads.

Finally, in Fig. 9, we show the combined NSI constraints for di↵erent combinations of
targets in Phase 2. These appear as black contours in Figures 6 to 8; we overlay them here
and zoom in on the Standard Model point (white cross) for comparison. Focusing on flavor-
conserving couplings (left panel), we see that the combined CaWO4+Al2O3 allowed regions
bound the NSI couplings at the 25% level, competitive with LHC constraints. This is in spite
of the much smaller payloads compared with the Ge, Zn and Si targets. For combined Ge +
Zn and Ge + Si analyses, the non-universal NSI couplings are constrained down to the level

5This can be seen in the solid black line in the right panel of Fig. 3; the ‘kink’ in the rate above ⇠ 0.5 keV
corresponds to the point where scattering on W begins to be kinematically disfavoured and scattering from
lighter nuclei begins to dominate.
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between the observed number of photoelectrons NPE and
the nuclear kinetic recoil energy T given by

NPE ¼ 1.17
!

T
keV

"
: ð12Þ

The theoretical number of coherent elastic scattering
events Nth

i in each energy bin i depends on the nuclear
neutron form factor and it is given by

Nth
i ¼ NCsI

Z
Tiþ1

Ti

dT
Z

Emin

dEAðTÞ dNν

dE
dσν−CsI
dT

; ð13Þ

where NCsI is the number of CsI in the detector (given
by NAMdet/MCsI, where NA is the Avogadro number,
Mdet ¼ 14.6 kg, is the detector mass, and MCsI ¼ 259.8
is the molar mass of CsI), Emin ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
MT/2

p
, AðTÞ is the

acceptance function given in Fig. S9 of Ref. [1] and
dNν/dE is the neutrino flux integrated over the experiment
lifetime. Neutrinos at the Spallation Neutron Source consist
of a prompt component of monochromatic νμ from stopped
pion decays, πþ → μþ þ νμ, and two delayed components
of ν̄μ and νe from the subsequent muon decays,
μþ → eþ þ ν̄μ þ νe. The total flux dNν/dE is the sum of
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for E ≤ mμ/2 ≃ 52.8 MeV, with the normalization factor
η ¼ rNPOT/4πL2, where r ¼ 0.08 is the number of neu-
trinos per flavor that are produced for each proton on target,
NPOT ¼ 1.76 × 1023 is the number of proton on target and
L ¼ 19.3 m is the distance between the source and the
COHERENT CsI detector [1].
Figure 1 shows the COHERENT data as a function of the

nuclear kinetic recoil energy T. We first compared the data
with the predictions in the case of full coherence, i.e., all
nuclear form factors equal to unity. Figure 1 shows that the
corresponding histogram does not fit the data. Hence, albeit
the COHERENT data represent the first measurement of
coherent elastic neutrino-nucleus scattering, the scattering
is not fully coherent and the data give information on the
nuclear structure. Indeed, the COHERENT Collaboration
[1] explained the data using the form factor in Ref. [24]
with fixed value of the parameters, i.e., assuming the value
of the nuclear rms radius.
We fitted the COHERENT data in order to get informa-

tion on the value of the neutron rms radius Rn, which is
determined by the minimization of the χ2 in Eq. (11) using
the symmetrized Fermi and Helm form factors. In both
cases we obtained a minimum χ2, which is smaller than the
χ2 corresponding to full coherence by 5.5. Hence, the
hypothesis of full coherence has a p-value of 1.9% and
there is a 2.3σ evidence of the nuclear structure suppression
of the coherence.
Figure 1 shows the best-fit results that we obtained using

the symmetrized Fermi and Helm form factors. Figure 2
shows the corresponding marginal values of the χ2 as a
function of Rn. One can see from both figures that the two
parametrizations of the neutron form factor fit equally well
the data and give practically the same result:
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FIG. 1. COHERENT data [1] versus the nuclear kinetic recoil energy T. The histograms represent the theoretical prediction in the case
of full coherence (cyan dash-dotted line) and the best fits obtained using the symmetrized Fermi distribution (blue solid line) and Helm
(red dashed line) form factors.
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Monitor activity of nuclear waste

The nuclear recoil is dependent on the incident neutrino
energy, and thus occurs at relatively low energies. Due to
this, CEvNS long evaded detection even though it was
postulated in 1974 [28]. The relevant CEvNS cross section
is given as

dσCEV
dT

¼
G2

fMN

4π

!
1−

MNT
2E2

ν

"
½N2

N − ð1− 4sin2θwÞZ%2; ð4Þ

where Gf is the Fermi constant, sin2 θw is the weak mixing
angle, NN is the target isotope’s neutron number, Z is the
proton number, MN is the mass of a nucleus of the target
isotope, Eν is the incident neutrino energy and T is the
nuclear recoil energy. Note, that at the energies considered
here, the nuclear form factor Fðq2Þ is practically 1.

IV. COMPARISON OF IBD
AND CEvNS EVENT RATES

Several factors are usually cited to favor a CEvNS detector
to have an advantage over an IBD detector in this context.
First, the N2 dependence of the CEvNS cross section allows
for much larger cross sections than IBD, emphasized for
large isotopes with high neutron numbers. Second, IBD is
limited by the 1.8 MeV neutrino energy threshold, whereas
CEvNS can occur at any energy and thus can probe into the
neutrino fluxes below the IBD threshold. It has been shown
in the context of reactor neutrinos that these two factors do
not provide a decisive advantage [8]. We find that in the
context of SNF the real advantage arises from phase space:
the Q-value of 90Y beta decay is only 2.28 MeV [29]
compared to the IBD threshold of 1.8 MeV, which results in
an effective IBD cross section of only 8 × 10−45 cm2.
CEvNS being a threshold-less reaction can access a much
larger fraction of the available phase space resulting in a very
much enhanced cross section. This is illustrated in Fig. 1,
where we compare the event rates in a 10 kg detector 3 m
from 10 MTU2 of SNF for one year of exposure. CEvNS
event rates from isotopes 28Si and 184W and IBD event rates
are shown as a function of the time since the discharge of the
spent fuel. These two isotopes are chosen because they
bracket plausible detector materials in terms of the neutron
number NN.
A key parameter of interest in this evaluation is the

nuclear recoil energy that a CEvNS detector would need to
be able to resolve. Many running or in-progress CEvNS
detectors aim to resolve nuclear recoil energies below
100 eV, see for instance [13,15,18,20], thus a range of
0–100 eV was considered for the following analyses. For
the event rates shown in Fig. 1, it was assumed that the
CEvNS detector would be able to resolve either all nuclear
recoil energies (0 eV) or down to 10 eV. These low values

may be out of the range of feasibility of current detectors,
but it displays, effectively, the maximum advantage that can
be achieved with a CEvNS detector.
For 184Wwith a large cross section, the advantage reaches

approximately three orders of magnitude over the IBD event
rate. Even for 28Si with a smaller cross section the advantage
is more than one order of magnitude. After an elapsed time
of around 10 years, the event rates in each case including
IBD have the same time dependence. Most spent fuel
contained in dry storage casks is 10–70 years of age, thus
the relative event rate between CEvNS and IBD is not
expected to change with time. In further analyses an average
discharge time of 30 years for the fuel is used.
Figure 1 also shows that while 184W produces the highest

event rate for 0 eV nuclear energy threshold, an increase to
10 eV will cause the event rate to decrease significantly. In
contrast, the event rate of 28Si stays comparably stable
through the increase to 10 eV. This indicates a trade off
between the N2 dependence of the cross section and the
maximum nuclear recoil energy Tmax, which effectively
scales as 1

M, where M is the isotope mass. Thus higher
mass isotopes have a larger cross section, but have much
lower maximum recoil energies. This acts as a limiting
factor, asserting that a detector must be able to resolve very
low recoil energies to obtain these high event rates coming
from heavier isotopes.
The relationship between atomic mass, the resolvable

nuclear recoil energy, and the resulting event rate is shown in
Fig. 2. For lower nuclear recoil thresholds like 10 or 20 eV,
the event rates increase as atomic mass increases, but at
energies of even 30 eV it is apparent that there is a maximum
event rate as the line begins to drop off at higher masses.
These become steeper with higher resolvable recoil energies.
For reference, the approximate background rate correspond-
ing to 10−5 of surface level cosmic ray neutrons is shown.
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FIG. 1. Event rate of CEvNS for a 184W and 28Si detector able to
resolve 0 eV [red] or 10 eV [blue], compared to the IBD event
rate of a detector the same size. The detector mass is 10 kg, the
standoff is 3 m and data taking period is one year from a 10 MTU
source.

2Metal tons of Uranium (MTU) is a common unit for nuclear
fuel. 10 MTU roughly corresponds to the contents of one dry
storage cask.
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Monitor activity of nuclear waste

The nuclear recoil is dependent on the incident neutrino
energy, and thus occurs at relatively low energies. Due to
this, CEvNS long evaded detection even though it was
postulated in 1974 [28]. The relevant CEvNS cross section
is given as

dσCEV
dT

¼
G2

fMN

4π

!
1−

MNT
2E2

ν

"
½N2

N − ð1− 4sin2θwÞZ%2; ð4Þ

where Gf is the Fermi constant, sin2 θw is the weak mixing
angle, NN is the target isotope’s neutron number, Z is the
proton number, MN is the mass of a nucleus of the target
isotope, Eν is the incident neutrino energy and T is the
nuclear recoil energy. Note, that at the energies considered
here, the nuclear form factor Fðq2Þ is practically 1.

IV. COMPARISON OF IBD
AND CEvNS EVENT RATES

Several factors are usually cited to favor a CEvNS detector
to have an advantage over an IBD detector in this context.
First, the N2 dependence of the CEvNS cross section allows
for much larger cross sections than IBD, emphasized for
large isotopes with high neutron numbers. Second, IBD is
limited by the 1.8 MeV neutrino energy threshold, whereas
CEvNS can occur at any energy and thus can probe into the
neutrino fluxes below the IBD threshold. It has been shown
in the context of reactor neutrinos that these two factors do
not provide a decisive advantage [8]. We find that in the
context of SNF the real advantage arises from phase space:
the Q-value of 90Y beta decay is only 2.28 MeV [29]
compared to the IBD threshold of 1.8 MeV, which results in
an effective IBD cross section of only 8 × 10−45 cm2.
CEvNS being a threshold-less reaction can access a much
larger fraction of the available phase space resulting in a very
much enhanced cross section. This is illustrated in Fig. 1,
where we compare the event rates in a 10 kg detector 3 m
from 10 MTU2 of SNF for one year of exposure. CEvNS
event rates from isotopes 28Si and 184W and IBD event rates
are shown as a function of the time since the discharge of the
spent fuel. These two isotopes are chosen because they
bracket plausible detector materials in terms of the neutron
number NN.
A key parameter of interest in this evaluation is the

nuclear recoil energy that a CEvNS detector would need to
be able to resolve. Many running or in-progress CEvNS
detectors aim to resolve nuclear recoil energies below
100 eV, see for instance [13,15,18,20], thus a range of
0–100 eV was considered for the following analyses. For
the event rates shown in Fig. 1, it was assumed that the
CEvNS detector would be able to resolve either all nuclear
recoil energies (0 eV) or down to 10 eV. These low values

may be out of the range of feasibility of current detectors,
but it displays, effectively, the maximum advantage that can
be achieved with a CEvNS detector.
For 184Wwith a large cross section, the advantage reaches

approximately three orders of magnitude over the IBD event
rate. Even for 28Si with a smaller cross section the advantage
is more than one order of magnitude. After an elapsed time
of around 10 years, the event rates in each case including
IBD have the same time dependence. Most spent fuel
contained in dry storage casks is 10–70 years of age, thus
the relative event rate between CEvNS and IBD is not
expected to change with time. In further analyses an average
discharge time of 30 years for the fuel is used.
Figure 1 also shows that while 184W produces the highest

event rate for 0 eV nuclear energy threshold, an increase to
10 eV will cause the event rate to decrease significantly. In
contrast, the event rate of 28Si stays comparably stable
through the increase to 10 eV. This indicates a trade off
between the N2 dependence of the cross section and the
maximum nuclear recoil energy Tmax, which effectively
scales as 1

M, where M is the isotope mass. Thus higher
mass isotopes have a larger cross section, but have much
lower maximum recoil energies. This acts as a limiting
factor, asserting that a detector must be able to resolve very
low recoil energies to obtain these high event rates coming
from heavier isotopes.
The relationship between atomic mass, the resolvable

nuclear recoil energy, and the resulting event rate is shown in
Fig. 2. For lower nuclear recoil thresholds like 10 or 20 eV,
the event rates increase as atomic mass increases, but at
energies of even 30 eV it is apparent that there is a maximum
event rate as the line begins to drop off at higher masses.
These become steeper with higher resolvable recoil energies.
For reference, the approximate background rate correspond-
ing to 10−5 of surface level cosmic ray neutrons is shown.

10–4 0.001 0.010 0.100 1 10 100

1

10

100

1000

104

105

106

Time elapsed since fuel discharge [years]

E
ve

nt
ra

te
[y

ea
r–1

10
kg

–1
10

M
T

U
–1

]

184W , 0 eV

184W , 10 eV

28Si , 0 eV

28Si , 10 eV

IBD

FIG. 1. Event rate of CEvNS for a 184W and 28Si detector able to
resolve 0 eV [red] or 10 eV [blue], compared to the IBD event
rate of a detector the same size. The detector mass is 10 kg, the
standoff is 3 m and data taking period is one year from a 10 MTU
source.

2Metal tons of Uranium (MTU) is a common unit for nuclear
fuel. 10 MTU roughly corresponds to the contents of one dry
storage cask.
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Figure 3: Current status of searches for spin-independent elastic WIMP-nucleus scattering assuming the standard
parameters for an isothermal WIMP halo: ⇢0 = 0.3GeV/cm

3, v0 = 220 km/ s, vesc = 544 km/ s. Results
labelled "M" were obtained assuming the Migdal effect [131]. Results labelled "Surf" are from experiments
not operated underground. The ⌫-floor shown here for a Ge target is a discovery limit defined as the cross
section �d at which a given experiment has a 90% probability to detect a WIMP with a scattering cross sec-
tion � > �d at �3 sigma. It is computed using the assumptions and the methodology described in [151, 153],
however, it has been extended to very low DM mass range by assuming an unrealistic 1meV threshold below
0.8GeV/c

2. Shown are results from CDEX [155], CDMSLite [156], COSINE-100 [157], CRESST [158, 159],
DAMA/LIBRA [160] (contours from [161]), DAMIC [162], DarkSide-50 [163, 164], DEAP-3600 [144], EDEL-
WEISS [165,166], LUX [167,168], NEWS-G [169], PandaX-II [170], SuperCDMS [171], XENON100 [172] and
XENON1T [41, 173–175].

Bubble chambers filled with targets containing 19F have the highest sensitivity to spin-dependent
WIMP-proton couplings. The best limit to date is from PICO-60 using a 52 kg C3F8 target [176]. At
lower WIMP mass, between 2GeV/c

2 and 4GeV/c
2, the best constraints come from PICASSO (3.0 kg

of C4F10 [177]). CRESST used crystals containing lithium to probe spin-dependent DM-proton interac-
tions down to DM mass of ⇠800MeV/c

2 [178]. The strongest constraints on spin-dependent WIMP-
neutron scattering above ⇠3GeV/c

2 are placed by the LXe TPCs with the most sensitive result to-date
coming from XENON1T [41,179]. The results from the cryogenic bolometers (Super)CDMS [180,181]
and CRESST give the strongest constraints below ⇠3GeV/c

2. CDMSLite [182] uses the Neganov-
Trofimov-Luke effect to constrain spin-dependent WIMP-proton/neutron interactions down to m� =

1.5GeV/c
2 and CRESST-III [159] exploits the presence of the isotope 17O in the CaWO4 target to

constrain spin-dependent WIMP-neutron interactions for DM particle’s mass as low as 160MeV/c
2.

Exploiting the Migdal effect again significantly enhances the sensitivity of LXe TPCs to low-mass DM
with XENON1T providing the most stringent exclusion limits for both, spin-dependent WIMP-proton
and WIMP-neutron couplings between 80MeV/c

2
� 2GeV/c

2 and 90MeV/c
2
� 2GeV/c
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Monitor activity of nuclear waste

The nuclear recoil is dependent on the incident neutrino
energy, and thus occurs at relatively low energies. Due to
this, CEvNS long evaded detection even though it was
postulated in 1974 [28]. The relevant CEvNS cross section
is given as

dσCEV
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fMN
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where Gf is the Fermi constant, sin2 θw is the weak mixing
angle, NN is the target isotope’s neutron number, Z is the
proton number, MN is the mass of a nucleus of the target
isotope, Eν is the incident neutrino energy and T is the
nuclear recoil energy. Note, that at the energies considered
here, the nuclear form factor Fðq2Þ is practically 1.

IV. COMPARISON OF IBD
AND CEvNS EVENT RATES

Several factors are usually cited to favor a CEvNS detector
to have an advantage over an IBD detector in this context.
First, the N2 dependence of the CEvNS cross section allows
for much larger cross sections than IBD, emphasized for
large isotopes with high neutron numbers. Second, IBD is
limited by the 1.8 MeV neutrino energy threshold, whereas
CEvNS can occur at any energy and thus can probe into the
neutrino fluxes below the IBD threshold. It has been shown
in the context of reactor neutrinos that these two factors do
not provide a decisive advantage [8]. We find that in the
context of SNF the real advantage arises from phase space:
the Q-value of 90Y beta decay is only 2.28 MeV [29]
compared to the IBD threshold of 1.8 MeV, which results in
an effective IBD cross section of only 8 × 10−45 cm2.
CEvNS being a threshold-less reaction can access a much
larger fraction of the available phase space resulting in a very
much enhanced cross section. This is illustrated in Fig. 1,
where we compare the event rates in a 10 kg detector 3 m
from 10 MTU2 of SNF for one year of exposure. CEvNS
event rates from isotopes 28Si and 184W and IBD event rates
are shown as a function of the time since the discharge of the
spent fuel. These two isotopes are chosen because they
bracket plausible detector materials in terms of the neutron
number NN.
A key parameter of interest in this evaluation is the

nuclear recoil energy that a CEvNS detector would need to
be able to resolve. Many running or in-progress CEvNS
detectors aim to resolve nuclear recoil energies below
100 eV, see for instance [13,15,18,20], thus a range of
0–100 eV was considered for the following analyses. For
the event rates shown in Fig. 1, it was assumed that the
CEvNS detector would be able to resolve either all nuclear
recoil energies (0 eV) or down to 10 eV. These low values

may be out of the range of feasibility of current detectors,
but it displays, effectively, the maximum advantage that can
be achieved with a CEvNS detector.
For 184Wwith a large cross section, the advantage reaches

approximately three orders of magnitude over the IBD event
rate. Even for 28Si with a smaller cross section the advantage
is more than one order of magnitude. After an elapsed time
of around 10 years, the event rates in each case including
IBD have the same time dependence. Most spent fuel
contained in dry storage casks is 10–70 years of age, thus
the relative event rate between CEvNS and IBD is not
expected to change with time. In further analyses an average
discharge time of 30 years for the fuel is used.
Figure 1 also shows that while 184W produces the highest

event rate for 0 eV nuclear energy threshold, an increase to
10 eV will cause the event rate to decrease significantly. In
contrast, the event rate of 28Si stays comparably stable
through the increase to 10 eV. This indicates a trade off
between the N2 dependence of the cross section and the
maximum nuclear recoil energy Tmax, which effectively
scales as 1

M, where M is the isotope mass. Thus higher
mass isotopes have a larger cross section, but have much
lower maximum recoil energies. This acts as a limiting
factor, asserting that a detector must be able to resolve very
low recoil energies to obtain these high event rates coming
from heavier isotopes.
The relationship between atomic mass, the resolvable

nuclear recoil energy, and the resulting event rate is shown in
Fig. 2. For lower nuclear recoil thresholds like 10 or 20 eV,
the event rates increase as atomic mass increases, but at
energies of even 30 eV it is apparent that there is a maximum
event rate as the line begins to drop off at higher masses.
These become steeper with higher resolvable recoil energies.
For reference, the approximate background rate correspond-
ing to 10−5 of surface level cosmic ray neutrons is shown.
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FIG. 1. Event rate of CEvNS for a 184W and 28Si detector able to
resolve 0 eV [red] or 10 eV [blue], compared to the IBD event
rate of a detector the same size. The detector mass is 10 kg, the
standoff is 3 m and data taking period is one year from a 10 MTU
source.

2Metal tons of Uranium (MTU) is a common unit for nuclear
fuel. 10 MTU roughly corresponds to the contents of one dry
storage cask.
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Figure 3: Current status of searches for spin-independent elastic WIMP-nucleus scattering assuming the standard
parameters for an isothermal WIMP halo: ⇢0 = 0.3GeV/cm

3, v0 = 220 km/ s, vesc = 544 km/ s. Results
labelled "M" were obtained assuming the Migdal effect [131]. Results labelled "Surf" are from experiments
not operated underground. The ⌫-floor shown here for a Ge target is a discovery limit defined as the cross
section �d at which a given experiment has a 90% probability to detect a WIMP with a scattering cross sec-
tion � > �d at �3 sigma. It is computed using the assumptions and the methodology described in [151, 153],
however, it has been extended to very low DM mass range by assuming an unrealistic 1meV threshold below
0.8GeV/c

2. Shown are results from CDEX [155], CDMSLite [156], COSINE-100 [157], CRESST [158, 159],
DAMA/LIBRA [160] (contours from [161]), DAMIC [162], DarkSide-50 [163, 164], DEAP-3600 [144], EDEL-
WEISS [165,166], LUX [167,168], NEWS-G [169], PandaX-II [170], SuperCDMS [171], XENON100 [172] and
XENON1T [41, 173–175].

Bubble chambers filled with targets containing 19F have the highest sensitivity to spin-dependent
WIMP-proton couplings. The best limit to date is from PICO-60 using a 52 kg C3F8 target [176]. At
lower WIMP mass, between 2GeV/c

2 and 4GeV/c
2, the best constraints come from PICASSO (3.0 kg

of C4F10 [177]). CRESST used crystals containing lithium to probe spin-dependent DM-proton interac-
tions down to DM mass of ⇠800MeV/c

2 [178]. The strongest constraints on spin-dependent WIMP-
neutron scattering above ⇠3GeV/c

2 are placed by the LXe TPCs with the most sensitive result to-date
coming from XENON1T [41,179]. The results from the cryogenic bolometers (Super)CDMS [180,181]
and CRESST give the strongest constraints below ⇠3GeV/c

2. CDMSLite [182] uses the Neganov-
Trofimov-Luke effect to constrain spin-dependent WIMP-proton/neutron interactions down to m� =
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2 and CRESST-III [159] exploits the presence of the isotope 17O in the CaWO4 target to

constrain spin-dependent WIMP-neutron interactions for DM particle’s mass as low as 160MeV/c
2.

Exploiting the Migdal effect again significantly enhances the sensitivity of LXe TPCs to low-mass DM
with XENON1T providing the most stringent exclusion limits for both, spin-dependent WIMP-proton
and WIMP-neutron couplings between 80MeV/c
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Figure 3 displays ourmain result, derived from
15months of accumulated live time (fig. S1).When
comparing CsI[Na] signals occurring before POT
triggers and those taking place immediately after,
we observe a high-significance excess in the
second group of signals, visible in both the energy
spectrum and the distribution of signal arrival
times. This excess appears only during times of
neutrino production (“Beam ON” in the figure).
The excess follows the expected CEnNS signature
very closely, containing only a minimal contam-
ination from beam-associated backgrounds (34).
NINs have a negligible contribution, even smaller

than that from prompt neutrons, shown in the
figure. The formation of the excess is strongly
correlated to the instantaneous power on target
(fig. S14). All neutrino flavors emitted by the SNS
contribute to reconstructing the excess, as ex-
pected from a neutral current process. Stacked
histograms in Fig. 3 display the standard model
CEnNS predictions for prompt nm and delayed ne,
!nm emissions. Consistency with the standard
model is observed at the 1s level (134 ± 22 events
observed, 173 ± 48 predicted). A two-dimensional
(energy, time) profile maximum likelihood fit
favors the presence of CEnNS over its absence
at the 6.7s level (fig. S13). Further details and a
discussion of uncertainties are provided in (34),
together with similar results from a parallel
analysis (fig. S11).
Figure 4 shows an example of CEnNS applica-

tions: improved constraints on nonstandard inter-
actions between neutrinos and quarks, caused by
new physics beyond the standard model (9–11).
These are extracted from the maximum devia-
tion from standard model CEnNS predictions
allowed by the present data set (34), using the
parametrization in (30, 33).
As our experiment continues to run, neutrino

production is expected to increase in late 2017
by up to 30% relative to the average delivered
during this initial period. In addition to CsI[Na],
the COHERENT collaboration currently operates
a 22-kg single-phase liquid argon (LAr) detector,
185 kg of NaI[Tl] crystals, and three modules
dedicated to the study of NIN production in
several targets (Fig. 2). Planned expansion includes
a ~1-ton LAr detector with nuclear/electron recoil
discrimination capability, an already-in-hand
2-ton NaI[Tl] array simultaneously sensitive to
sodiumCEnNS and charged-current interactions in
iodine (Fig. 1B), and p-type point contact germa-
niumdetectors (24) with sub-keV energy threshold.
We intend to pursue the new neutrino physics op-
portunities providedbyCEnNSusing this ensemble.
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Fig. 3. Observation of coherent
elastic neutrino-nucleus scattering.
(A and B) Residual differences
(data points) between CsI[Na] signals
in the 12 ms after POT triggers and
those in a 12-ms window before,
as a function of (A) their energy
(number of photoelectrons detected)
and (B) event arrival time (onset of
scintillation). Steady-state
environmental backgrounds contrib-
ute to both groups of signals equally,
vanishing in the subtraction. Error
bars denote SD. These residuals are
shown for 153.5 live days of
SNS inactivity (“Beam OFF”) and
308.1 live days of neutrino production
(“Beam ON”), over which 7.48 GWh of
energy (~1.76 × 1023 protons) was
delivered to the mercury target.
Approximately 1.17 photoelectrons are expected per keV of cesium or iodine nuclear recoil energy (34). Characteristic excesses closely following the standard
model CEnNS prediction (histograms) are observed for periods of neutrino production only, with a rate correlated to instantaneous beam power (fig. S14).

Fig. 4. Constraints on nonstandard neutrino-
quark interactions.The blue region represents
values allowed by our data set at 90% confi-
dence level (c2min < 4.6) in euVee ; e

dV
ee space. These

quantities parameterize a subset of possible
nonstandard interactions between neutrinos
and quarks, where euVee ; e

dV
ee = 0,0 corresponds to

the standard model of weak interactions, and
indices denote quark flavor and type of cou-
pling. The gray region shows an existing con-
straint from the CHARM experiment (34).
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Introduction.—Coherent elastic neutrino-nucleus scatter-
ing (CEvNS) [1,2] occurs when a neutrino interacts
coherently with the total weak nuclear charge, necessarily
at low-momentum transfer, leaving the ground-state
nucleus to recoil elastically. It is the dominant interaction
for neutrinos of energy Eν ≲ 100 MeV and provides a
sensitive test of standard model (SM) and beyond-SM
processes [3–6].
In this Letter, we report the first measurement of CEvNS

in a light nucleus (argon) complementing our earlier result
on cesium and iodine [7], thus establishing the N2 behavior
predicted by the standard model. This result also improves
constraints on nonstandard interactions between neutrinos
and quarks.
CEvNS is sensitive to these nonstandard interactions

(NSIs), which are crucial to understand for the success of
the long-baseline neutrino oscillation program [8–11]. The
process also probes the weak nuclear charge [12–17] and
the weak mixing angle at novel momentum transfer [6,18].
Additionally, CEvNS-sensitive detectors could play future
roles as nonintrusive nuclear reactor monitors [19–21].
CEvNS has numerous connections to possible hidden-

sector particles. It is sensitive to Z0 models, which could
explain the theoretical tension with measurements of the
muon anomalous magnetic moment [22]. CEvNS from
solar and atmospheric neutrinos constitute the so-called
neutrino floor background in future dark matter searches
[23], and CEvNS cross section measurements quantify
this background. CEvNS experiments at accelerators are
also sensitive to sub-GeVaccelerator-produced dark matter
particle models [24–28]. The potential relevance of CEvNS
to core-collapse supernovae was quickly recognized [29],
and though its role in supernova dynamics is uncertain
[30,31], CEvNS is expected to be the source of neutrino
opacity in these events [32]. Supernova neutrinos convey
information about supernova dynamics and could be
detected via CEvNS [33].
CEvNS measurements require detectors with low-

nuclear-recoil-energy threshold in a low-background envi-
ronment with an intense neutrino flux. The COHERENT
Collaboration has deployed a suite of detectors in a
dedicated neutrino laboratory (“Neutrino Alley”) at the
Spallation Neutron Source (SNS) at Oak Ridge National
Laboratory [7,34]. We reported the first observation of
CEvNS on heavy nuclei using a 14.6-kg, low-background,
low-threshold CsI[Na] detector located 19.3 m from the
SNS target [7].
As part of the COHERENT program, we deployed the

24-kg active-mass liquid-argon (LAr) CENNS-10 scintil-
lator detector (Fig. 1) in Neutrino Alley to detect CEvNS in
a light nucleus. The initial CENNS-10 deployment set a
limit on the CEvNS cross section for argon and quantified
backgrounds [35]. A subsequent upgrade provided a lower
energy threshold with an eightfold improvement in light
collection efficiency.

Experiment.—The 1-GeV, 1.4-MW proton beam of the
SNS accelerator strikes a liquid-Hg target in 360 ns FWHM
pulses at 60 Hz to produce neutrons that are moderated and
delivered to experiments. Additionally, ð9.0" 0.9Þ × 10−2

πþ are produced for each proton-on-target (POT) leading to
a large flux of pion-decay-at-rest neutrinos. The πþ

produce a prompt 29.8 MeV νμ along with a μþ, which
subsequently decays yielding a three-body spectrum of ν̄μ
and νe with an endpoint energy of 52.8 MeV. This time
structure is convolved with the proton beam pulse yielding
a prompt νμ neutrino flux followed by a delayed flux of ν̄μ
and νe [7,34].
The CENNS-10 detector, designed and built at Fermilab

[36], sits 27.5 m from the SNS target in Neutrino Alley.
The active volume of CENNS-10 is defined by a
cylindrical polytetrafluoroethylene (PTFE) shell and two
8-in. Hamamatsu R5912-02MOD photomultiplier tubes
(PMTs) resulting in active mass of 24 kg of atmospheric
argon (99.6% 40Ar). The PTFE and PMT glass are coated
with a 0.2 mg=cm2 layer of 1,1,4,4-tetraphenyl-1,3-buta-
diene (TPB) to wavelength shift the 128-nm argon scin-
tillation light to a distribution peaked at 420 nm, where the
PMTs have quantum efficiency of 18%. This configuration
provides a ∼20 keVnr (nuclear-recoil) energy threshold.
Argon scintillation light from particle interactions is

produced from both “fast” singlet (τs ≈ 6 ns) and “slow”
triplet (τt ≈ 1600 ns) excited molecular states [37].
Electron recoils (ERs) and argon nuclear recoils (NRs)
populate these states in different proportions, allowing for

100mm Pb
12mm Cu
230mm H2O

VACUUM
CHAMBER

STAINLESS STEEL
DETECTOR
VESSEL

TEFLON
SHELL

0 1m

LAr FIDUCIAL
VOLUME
Ø210mm X 610mm
8in PMTs

FIG. 1. CENNS-10 liquid argon detector and associated shield-
ing as configured for the results reported here.
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compared to the null hypothesis, incorporating systematic
errors as explained above, is 3.5σ (3.1σ) for analysis A (B).
Both analyses yieldNCEvNS within 1σ of the SM prediction.
Note that the large SS background is not as detrimental to
signal significance as expected with a simple signal to
background argument because it is well measured and of
different character than signal in the PkðE; ttrig; F90Þ
distributions.
The data and best fit for analysis A are shown in Fig. 3,

projected along E, F90, and ttrig. Extraction of the relatively
low-energy CEvNS signal is robust in the presence of the
large prompt BRN background because of the latter’s much
harder spectrum.
We compute the CEvNS flux-averaged cross section on

argon (99.6% 40Ar) from the ratio of the best-fit NCEvNS to
that predicted by the simulation using the SM prediction of

1.8 × 10−39 cm2. This incorporates the total uncertainty on
the fit NCEvNS along with additional systematic uncertain-
ties, dominated by the 10% incident neutrino flux uncer-
tainty, that do not affect the signal significance. The values
are summarized along with extracted cross section values in
Table I. The measured flux-averaged cross sections are
consistent between the two analyses and with the SM
prediction as shown in Fig. 4. We average the results of the
two analyses to obtain ð2.2# 0.7Þ × 10−39 cm2 with uncer-
tainty dominated by the ∼30% statistical uncertainty
on NCEvNS.
This result is used to constrain neutrino-quark NSIs

mediated by a new heavy vector particle using the
framework developed in Refs. [3,10]. Here we consider
the particular case of nonzero vectorlike quark-νe NSI

s)! (trigt
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5SS

-B
ac

kg
ro

un
d 

Su
bt

ra
cte

d 
Ev

en
ts

0

100

200

300

400

500 Data
Total
CEvNS
BRN
Syst. Error

Reconstructed Energy (keVee)
0 20 40 60 80 100 120

0

50

100

150

200

Recoil Energy (keVnr)
0 50 100 150 200 250 300

90F
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9

0

50

100

150

200
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the CEvNS component. The green band shows the envelope of fit results resulting from the #1σ systematic errors on the PDF.
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FIG. 4. Measured CEvNS flux-averaged cross section for the
two analyses, along with the SM prediction. The horizontal bars
indicate the energy range of the flux contributing. The minimum
value is set by the NR threshold energy and is different for each
analysis. The 2% error on the theoretical cross section due to
uncertainty in the nuclear form factor is also illustrated by the
width of the band. The SNS neutrino flux is shown with arbitrary
normalization.

FIG. 5. 90% C.L. regions for nonstandard NSIs for a vector-
coupled quark-electron interaction extracted from this argon
measurement plotted together with the previous COHERENT
CsI[Na] measurement [7] and the CHARM experiment [51]. The
three regions shown are independent and the dashed black lines
show the SM prediction.
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FIG. 5. 90% C.L. regions for nonstandard NSIs for a vector-
coupled quark-electron interaction extracted from this argon
measurement plotted together with the previous COHERENT
CsI[Na] measurement [7] and the CHARM experiment [51]. The
three regions shown are independent and the dashed black lines
show the SM prediction.
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Future COHERENT Efforts

HPGe Array Heavy Water CerenkovModular NaI[Tl] Array

Use known νe – d cross 
section (2-3%) to constrain 
ν–flux normalization at SNS

16 kg array for measuring 
CEvNS on Ge. Low threshold 
and high Signal-to-Bkg ratio.

Ton-scale array to measure 
CEνNS on 23Na and CC on 127I 

cross sections.

45J. Daughhetee | BNL Physics Seminar | May 19, 2020



Vignati -

PRECISION

Neutrino sources

11

�

�rdIgQZI[j<Y�GIjIEjQ][�]N�
�Ȟ"/

�����IURP�ȕ�GHFD\V�RI�ILVVLOH�LVRWRSHV��

3XUH�IOX[�RI��������

(Ȟ�a������0H9��IXOO\�FRKHUHQW�ĺ�)�a����

6WLOO�QR�REVHUYDWLRQ��&ODLP�IHZ�PRQWKV�DJR�
�DU[LY��������������0DQ\�H[SHULPHQWV�RQJRLQJ�

Ȟ�IURP�ʌ�'$5��

'LIIHUHQW�QHXWULQR�IODYRUV��

(Ȟ�a�������0H9��)������

2EVHUYDWLRQ�E\�&2+(5(17�ZLWK�&V,>1D@�
LQ������DQG�ZLWK�$U�LQ������

&RPSOHPHQWDU\�H[SHULPHQWV�

Neutrino sources: precision at reactors

< T >=
2

3

E2
⌫

MA
Recoil energy

�CE⌫NS =
G2

F

4⇡
F 2(q2)Q2

WE2
⌫cross-section

flux systematics ~ 10 %flux systematics ~ few %

qR < 1 : F(q2) → 1coherency

in Europe at the ESS: A. Estévez Wednesday 



Vignati -

DRESDEN result

12

smaller fraction of the crystal mass represented by the thin
(∼0.75 mm in this device) transition layer responsible for
slow rise-time, low-energy surface events from incomplete
charge collection [13]. Second, the distances traveled to the
electrodes by charge carriers are minimized in this design,
resulting in faster rise-times for CEνNS events uniformly
distributed in the bulk of the crystal, facilitating their
identification. Finally, the concentration of a large target
mass into a single cryostat results in a compact radiation
shield, ideal for reactor monitoring applications. The NCC-
1701 assembly has a footprint of just 60 cm × 60 cm. It
was installed within a single day, by three workers (Fig. 1).
In anticipation to the use of an electric cryocooler [27],

the internal design of the detector was revised so as to
reduce a parasitic capacitance able to translate small
vibrations into low-energy microphonic events [28,29].
During laboratory tests, no correlation between detector
noise and cryocooler status (on/off) could be observed.
This modification also proved to be advantageous in the
industrial environment of the reactor site, rich in acoustic
noise and mechanical vibrations. Prior to deployment, the
commercial preamplifier of the detector was altered to
increase its gain by ×12. This rendered the noise of the
digitizer employed for data-acquisition (DAQ) negligible in
comparison to the intrinsic detector noise. The temperature

and settings of the field-effect transistor responsible for the
first stage of signal amplification were optimized for noise
reduction, and the decay constant of the preamplifier output
was elongated. The latter allows to profit from longer
integration time constants during shaping of the preampli-
fier signal, improving energy resolution. The cumulative
effect of these measures yielded a pulser noise figure of
91 eV FWHM, at a laboratory temperature of 20°C. Next-
generation multi-kg PPCs are expected to reach a noise
level below 50 eV FWHM [30].
At the reactor site, an elevated ambient temperature

approaching 35°C during summer was observed to increase
pulser noise to 154 eV FWHM for presently discussed runs.
This effect is expected from the dependence of detector
leakage current, which drives the parallel component of
noise, on crystal temperature [31]. Impact on energy
resolution was minimized through the use of a 36 μs
zero-area cusp filter [32–34] during off-line pulse shaping.
An improvement in this respect can be expected from
alternative cryocooler systems able to dynamically respond
to ambient temperature changes [35], or active temperature
control in the detector vicinity.
Figure 1 displays a labeled cross section of the NCC-

1701 detector and shielding: (1) PPC crystal, (2) electro-
formed OFHC copper cryostat endcap, (3) inner plastic
scintillator veto, (4) Hamamatsu R6041 photomultiplier
(PMT), (5) cryostat coldfinger, (6) 2.5 cm-thick low-
background lead layer, (7) 12.5 cm-thick regular lead
layer, (8) 0.6 mm-thick cadmium sheet (4π coverage),
(9) steel table, (10) 5 cm-thick plastic scintillator outer veto
with built-in PMTs (five-side coverage), (11) borated
polyethylene (not initially present, see below). Attention
was paid to the radiopurity and cleaning of internal PPC
components and those in the inner veto, achieving a
background level of 25 counts=keV-kg-day at 0.2 keVee
(“ee” stands for “electron equivalent,” i.e., ionization
energy), under a 6 meter of water equivalent overburden
in a shallow-underground laboratory at the University of
Chicago [6].
The main purpose of the inner veto is to reject fast

neutrons able to contribute to the CEνNS energy region of
interest (ROI) via elastic scattering [6], reducing the need
for bulky external moderator, leading to a reactor monitor
as compact as possible. Its small, low-background photo-
multiplier can be operated at single-photoelectron (PE)
sensitivity without a significant dead-time penalty. Its light-
collection efficiency (8.5% minimum) was measured and
simulated over its volume, making use of a recently
validated model of organic scintillator response to low-
energy proton recoils [36], demonstrating its ability to tag
events produced by neutrons of energy above few tens of
keV. A second use for this inner veto is to reinforce the
efficiency of the external veto in tagging cosmic ray-
induced events, of importance in a reactor site without
significant overburden (Fig. 1, the thickness of a single

FIG. 1. Top left: PPC detector location within the Mark-I
design of the Dresden-II boiling water reactor (BWR) [26]. Top
right: cross section of the detector and shield (see text). Bottom:
compact footprint of the assembly, next to the cylindrical primary
containment wall. A small cart containing all electronics is visible
behind the column, next to the detector.
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background-only model. No such effect is visible in 25 days of operation during reactor outages. The best-
fit CEνNS signal is in good agreement with expectations based on a recent characterization of germanium
response to sub-keV nuclear recoils. Deviations of order 60% from the standard model CEνNS prediction
can be excluded using present data. Standing uncertainties in models of germanium quenching factor,
neutrino energy spectrum, and background are examined.
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We have recently reported [1] on the deployment of a
p-type point contact (PPC) germanium detector [2] in close
proximity to the core of the Dresden-II boiling water
reactor (BWR). The device, dubbed NCC-1701, combines
presently unique characteristics of large mass (2.924 kg)
and low energy threshold (0.2 keVee) within a compact
shield, enabling a search for subtle sub-keV signals
expected from coherent elastic neutrino-nucleus scatte-
ring (CEνNS) [3,4]. Details on detector, shielding, field-
programmable gate array-based data-acquisition system
(DAQ), background characterization, calibrations, and data
treatment are provided in Ref. [1]. The main objective of
this installation was to study the practicality of reactor
monitoring using a small-footprint PPC assembly in the
aggressive environment (radiation, temperature, electro-
magnetic and radio-frequency interference, acoustic noise,
vibration) a few meters from a commercial reactor core [1].
The neutrino detector miniaturization afforded by a large
CEνNS cross section permits us to envision such techno-
logical applications, in the near future [5]. Reactor sources
can significantly expand the potential of CEνNS to probe
physics beyond the standard model (SM) [6].
The new dataset highlighted in this Letter spans

the period between 1=22=2021 (month/day/year) and
5=8=2021, during which the reactor was operated at its
full nominal power of 2.96 GWth (Rx-ON). Interruptions

on days 515–516, 535–537, and 546–552 (referenced to
detector installation on 10=19=2019) were due to data
storage overflows during a time of limited access to the site,
resulting in a 96.4 day effective exposure. The start of this
new run followed the installation of a spot cooler [7] able to
reduce the temperature inside the detector shield while
external temperatures approached 35 °C. This led to a
significant decrease in detector cryocooler power and spu-
rious DAQ triggers produced by its mechanical vibrations
when operated in extreme conditions. An extended technical
drop in reactor power determined the end of this run.
An additional 2.5-cm-thick layer of borated polyethylene

was placed on the bottom side of the shield assembly on
6=13=2020. That surface featured only a minimal thickness
of hydrogenated material, facilitating neutron ingress. As
predicted by simulations using dedicated environmental
background measurements as input [1], this straight-
forward upgrade resulted in a further drop by a factor of
2 in the low-energy spectrum, presently dominated by the
elastic scattering of epithermal neutrons [1]. The peak at
1.297 keVee from L-shell electron capture (EC) in 71Ge
following neutron capture in 70Ge was also reduced by a
factor of 4 with respect to its previous activity [1], once a
new secular equilibrium between 71Ge production and
decay (T1=2 ¼ 11.4d) was reached. The 20 day Rx-ON
run reported on in Ref. [1] immediately followed a first
installation of neutron moderator, i.e., was preequilibrium
and hence subject to an elevated 71Ge decay rate from
preceding activation.
New information obtained from the reactor operator

allowed us to establish a precise distance between PPC
crystal and the center point of the BWR core. This had been
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estimated in Ref. [1] at 8 m based on initially available
data. The improved figure is a center-to-center distance of
10.39 m, with active fuel elements located 7.48 to 13.31 m
from the PPC. The axial and radial power profiles of the fuel
assembly, specific to this period of exposure, were used to
simulate the effect of an extended antineutrino source
(3.66 m tall, 4.57 m diameter) in such close proximity to
a comparatively pointlike target. This produces a negligible
0.8% reduction in the antineutrino flux expected from a
point-equivalent source at 10.39 m. Our best-effort estimate
of this flux is then 4.8 × 1013 νe=cm2 s with a ∼2%
uncertainty based on the dispersion seen in other assess-
ments [8–11]. Time-dependent changes of O(0.1)% to this
flux during the fuel cycle [8] are neglected here.
A third in situ characterization of detector response to

low-energy signals was performed on 1=22=2021, using a
programmable electronic pulser to mimic the fast rise time
of preamplifier signals from interactions in the bulk of the
PPC crystal [1,12]. This confirmed the stability of signal
acceptance (SA) over extended periods of time [13]. The
uncertainty associated to SA from the cumulative of these
pulser calibrations varies from 8.6% to 1.3% across the
sub-keV region of interest (ROI) for a CEνNS search [13].
This is combined with the statistical uncertainty of events
passing data cuts, to generate error bars in the reconstructed
(i.e., corrected for SA) spectra of Fig. 1.
The choice of stringent data cuts made in Ref. [1] was

maintained in the present analysis, with the exception of a
small increase to an edge-finding condition (ε > εmin,
Fig. 2 in Ref. [1]). This conservative measure was pre-
emptively adopted to ensure an absence of correlation
between the accepted event rate near detector threshold,
where the CEνNS signal is expected to accumulate, and
time-varying systematics discussed next. For consistency,
the data previously acquired during 25 days of reactor
outages [1] were reanalyzed with this modification.
Resulting changes to this Rx-OFF spectrum (Fig. 1) are
minimal and dominated by a small drop in overall nor-
malization, traceable to an incorrectly calculated dead-time
fraction in Ref. [1]. Both spectra in Fig. 1 account for dead
time (16.5%) from spurious veto coincidences and PPC
preamplifier saturation.
Special attention was paid to testing for contamination

(unrejected electronic or microphonic noise, slow rise-time
surface events [12]) in the spectral region next to the
0.2 keVee analysis threshold, as this might lead to an
excess able to mimic a CEνNS signal. Figure 2 displays the
temporal evolution during Rx-ON of environmental param-
eters able to cause such backgrounds, together with daily
rates of low-energy (0.2–0.3 keVee) events rejected by
quality cuts [1], those passing all cuts, and for signals
contributing to the L-shell EC peak. Four statistical
estimators (Blomqvist β, Goodman-Kruskal γ, Kendal τ,
Spearman rank) were used to explore monotonic—but not
necessarily linear—correlations between these non-normal

datasets. The implementation of these tests used here [26]
generates a p-value statistic, with p < 0.05 signaling
that the hypothesis of independence between datasets is
unlikely. As expected from considerations expressed
above, temperature, cryocooler power, and trigger rate
exhibit a strong correlation (10−23 < p < 10−14) evident
by simple inspection of Fig. 2. The rate of low-energy
events rejected by quality cuts clearly correlates to these
environmental parameters (4 × 10−11 < p < 10−3). Low-
energy events passing all cuts are, on the other hand,
independent of environmental factors (0.13 < p < 1),
including electronic noise, and as such exhibit the expected
Gaussianity around their mean. They are also independent
of rejected events (0.38 < p < 0.84). The rate of L-shell
EC events is independent of trigger rate (0.41 < p < 0.45),
illustrating the stability of DAQ throughput during this run.
The electronic noise intrinsic to the detector is independent
from all other environmental factors (0.09 < p < 0.33),
indicating a good stability of PPC leakage current in
present temperature conditions [1]. This type of correlation
analysis is of crucial importance prior to a CEνNS search
using PPCs, in view of the dominance of microphonic noise
in the ROI [27].
A possible contamination with surface events in the

spectra of Fig. 1 was quantified by studying the rise-time
distributions of Rx-ON signals passing all cuts, prior to the

FIG. 1. Energy spectra of PPC bulk events during Rx-ON and
Rx-OFF periods. The CEνNS expectation (red line) uses the
MHVE antineutrino spectrum and Fe-filter quenching factor
(see text). A dashed red line illustrates the impact of quenching
on CEνNS. Black dotted lines signal the 71Ge M-shell EC
contribution, derived from L-shell EC at 1.29 keVee. This
process is noticeable in Rx-OFF data, taken prior to the addition
of neutron moderator (i.e., following intense 71Ge activation).
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estimated in Ref. [1] at 8 m based on initially available
data. The improved figure is a center-to-center distance of
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point-equivalent source at 10.39 m. Our best-effort estimate
of this flux is then 4.8 × 1013 νe=cm2 s with a ∼2%
uncertainty based on the dispersion seen in other assess-
ments [8–11]. Time-dependent changes of O(0.1)% to this
flux during the fuel cycle [8] are neglected here.
A third in situ characterization of detector response to

low-energy signals was performed on 1=22=2021, using a
programmable electronic pulser to mimic the fast rise time
of preamplifier signals from interactions in the bulk of the
PPC crystal [1,12]. This confirmed the stability of signal
acceptance (SA) over extended periods of time [13]. The
uncertainty associated to SA from the cumulative of these
pulser calibrations varies from 8.6% to 1.3% across the
sub-keV region of interest (ROI) for a CEνNS search [13].
This is combined with the statistical uncertainty of events
passing data cuts, to generate error bars in the reconstructed
(i.e., corrected for SA) spectra of Fig. 1.
The choice of stringent data cuts made in Ref. [1] was

maintained in the present analysis, with the exception of a
small increase to an edge-finding condition (ε > εmin,
Fig. 2 in Ref. [1]). This conservative measure was pre-
emptively adopted to ensure an absence of correlation
between the accepted event rate near detector threshold,
where the CEνNS signal is expected to accumulate, and
time-varying systematics discussed next. For consistency,
the data previously acquired during 25 days of reactor
outages [1] were reanalyzed with this modification.
Resulting changes to this Rx-OFF spectrum (Fig. 1) are
minimal and dominated by a small drop in overall nor-
malization, traceable to an incorrectly calculated dead-time
fraction in Ref. [1]. Both spectra in Fig. 1 account for dead
time (16.5%) from spurious veto coincidences and PPC
preamplifier saturation.
Special attention was paid to testing for contamination

(unrejected electronic or microphonic noise, slow rise-time
surface events [12]) in the spectral region next to the
0.2 keVee analysis threshold, as this might lead to an
excess able to mimic a CEνNS signal. Figure 2 displays the
temporal evolution during Rx-ON of environmental param-
eters able to cause such backgrounds, together with daily
rates of low-energy (0.2–0.3 keVee) events rejected by
quality cuts [1], those passing all cuts, and for signals
contributing to the L-shell EC peak. Four statistical
estimators (Blomqvist β, Goodman-Kruskal γ, Kendal τ,
Spearman rank) were used to explore monotonic—but not
necessarily linear—correlations between these non-normal

datasets. The implementation of these tests used here [26]
generates a p-value statistic, with p < 0.05 signaling
that the hypothesis of independence between datasets is
unlikely. As expected from considerations expressed
above, temperature, cryocooler power, and trigger rate
exhibit a strong correlation (10−23 < p < 10−14) evident
by simple inspection of Fig. 2. The rate of low-energy
events rejected by quality cuts clearly correlates to these
environmental parameters (4 × 10−11 < p < 10−3). Low-
energy events passing all cuts are, on the other hand,
independent of environmental factors (0.13 < p < 1),
including electronic noise, and as such exhibit the expected
Gaussianity around their mean. They are also independent
of rejected events (0.38 < p < 0.84). The rate of L-shell
EC events is independent of trigger rate (0.41 < p < 0.45),
illustrating the stability of DAQ throughput during this run.
The electronic noise intrinsic to the detector is independent
from all other environmental factors (0.09 < p < 0.33),
indicating a good stability of PPC leakage current in
present temperature conditions [1]. This type of correlation
analysis is of crucial importance prior to a CEνNS search
using PPCs, in view of the dominance of microphonic noise
in the ROI [27].
A possible contamination with surface events in the

spectra of Fig. 1 was quantified by studying the rise-time
distributions of Rx-ON signals passing all cuts, prior to the

FIG. 1. Energy spectra of PPC bulk events during Rx-ON and
Rx-OFF periods. The CEνNS expectation (red line) uses the
MHVE antineutrino spectrum and Fe-filter quenching factor
(see text). A dashed red line illustrates the impact of quenching
on CEνNS. Black dotted lines signal the 71Ge M-shell EC
contribution, derived from L-shell EC at 1.29 keVee. This
process is noticeable in Rx-OFF data, taken prior to the addition
of neutron moderator (i.e., following intense 71Ge activation).
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estimated in Ref. [1] at 8 m based on initially available
data. The improved figure is a center-to-center distance of
10.39 m, with active fuel elements located 7.48 to 13.31 m
from the PPC. The axial and radial power profiles of the fuel
assembly, specific to this period of exposure, were used to
simulate the effect of an extended antineutrino source
(3.66 m tall, 4.57 m diameter) in such close proximity to
a comparatively pointlike target. This produces a negligible
0.8% reduction in the antineutrino flux expected from a
point-equivalent source at 10.39 m. Our best-effort estimate
of this flux is then 4.8 × 1013 νe=cm2 s with a ∼2%
uncertainty based on the dispersion seen in other assess-
ments [8–11]. Time-dependent changes of O(0.1)% to this
flux during the fuel cycle [8] are neglected here.
A third in situ characterization of detector response to

low-energy signals was performed on 1=22=2021, using a
programmable electronic pulser to mimic the fast rise time
of preamplifier signals from interactions in the bulk of the
PPC crystal [1,12]. This confirmed the stability of signal
acceptance (SA) over extended periods of time [13]. The
uncertainty associated to SA from the cumulative of these
pulser calibrations varies from 8.6% to 1.3% across the
sub-keV region of interest (ROI) for a CEνNS search [13].
This is combined with the statistical uncertainty of events
passing data cuts, to generate error bars in the reconstructed
(i.e., corrected for SA) spectra of Fig. 1.
The choice of stringent data cuts made in Ref. [1] was

maintained in the present analysis, with the exception of a
small increase to an edge-finding condition (ε > εmin,
Fig. 2 in Ref. [1]). This conservative measure was pre-
emptively adopted to ensure an absence of correlation
between the accepted event rate near detector threshold,
where the CEνNS signal is expected to accumulate, and
time-varying systematics discussed next. For consistency,
the data previously acquired during 25 days of reactor
outages [1] were reanalyzed with this modification.
Resulting changes to this Rx-OFF spectrum (Fig. 1) are
minimal and dominated by a small drop in overall nor-
malization, traceable to an incorrectly calculated dead-time
fraction in Ref. [1]. Both spectra in Fig. 1 account for dead
time (16.5%) from spurious veto coincidences and PPC
preamplifier saturation.
Special attention was paid to testing for contamination

(unrejected electronic or microphonic noise, slow rise-time
surface events [12]) in the spectral region next to the
0.2 keVee analysis threshold, as this might lead to an
excess able to mimic a CEνNS signal. Figure 2 displays the
temporal evolution during Rx-ON of environmental param-
eters able to cause such backgrounds, together with daily
rates of low-energy (0.2–0.3 keVee) events rejected by
quality cuts [1], those passing all cuts, and for signals
contributing to the L-shell EC peak. Four statistical
estimators (Blomqvist β, Goodman-Kruskal γ, Kendal τ,
Spearman rank) were used to explore monotonic—but not
necessarily linear—correlations between these non-normal

datasets. The implementation of these tests used here [26]
generates a p-value statistic, with p < 0.05 signaling
that the hypothesis of independence between datasets is
unlikely. As expected from considerations expressed
above, temperature, cryocooler power, and trigger rate
exhibit a strong correlation (10−23 < p < 10−14) evident
by simple inspection of Fig. 2. The rate of low-energy
events rejected by quality cuts clearly correlates to these
environmental parameters (4 × 10−11 < p < 10−3). Low-
energy events passing all cuts are, on the other hand,
independent of environmental factors (0.13 < p < 1),
including electronic noise, and as such exhibit the expected
Gaussianity around their mean. They are also independent
of rejected events (0.38 < p < 0.84). The rate of L-shell
EC events is independent of trigger rate (0.41 < p < 0.45),
illustrating the stability of DAQ throughput during this run.
The electronic noise intrinsic to the detector is independent
from all other environmental factors (0.09 < p < 0.33),
indicating a good stability of PPC leakage current in
present temperature conditions [1]. This type of correlation
analysis is of crucial importance prior to a CEνNS search
using PPCs, in view of the dominance of microphonic noise
in the ROI [27].
A possible contamination with surface events in the

spectra of Fig. 1 was quantified by studying the rise-time
distributions of Rx-ON signals passing all cuts, prior to the

FIG. 1. Energy spectra of PPC bulk events during Rx-ON and
Rx-OFF periods. The CEνNS expectation (red line) uses the
MHVE antineutrino spectrum and Fe-filter quenching factor
(see text). A dashed red line illustrates the impact of quenching
on CEνNS. Black dotted lines signal the 71Ge M-shell EC
contribution, derived from L-shell EC at 1.29 keVee. This
process is noticeable in Rx-OFF data, taken prior to the addition
of neutron moderator (i.e., following intense 71Ge activation).
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Fig. 14: Ionization quenching factor as a function of the nuclear recoil energy. The data points are obtained for the four
di↵erent data sets, each one corresponding to a di↵erent nominal neutron beam energy. Due to the low statistics for the
beam energy at 250 keV only upper limits were extracted for the lowest energy data points. They are represented by the
orange arrows. Indicated error bars are uncorrelated uncertainties (statistics and spatial coordinates measurements for
each angle), whereas the correlated uncertainties (beam energy, energy scale and trigger e�ciency) are represented by
the blue band. The best-fit of these data points within a Lindhard theory description is obtained for k = 0.162 ± 0.004
(stat+sys) and is illustrated by the black curve.

tal contribution varies by about one order of magnitude
between the pixels. The full analysis was then repeated for
each pixel independently. The results (reported in Tab. 3,
III) are compatible with the results under I and II and do
not indicate any underestimated source of uncertainty.

Tab. 4 summarizes all the above mentioned sources of
systematic uncertainties and their contributions to the fi-
nal results. For Enr & 2 keVnr, the statistical uncertainty
is negligible and the correlated uncertainty on the energy
scale of the HPGe detector is the major contributor to the
total quoted uncertainty, followed by the systematic un-
certainty on the beam energy and of the geometry of the
setup. In the low energy range, statistical uncertainties are
not negligible anymore. The correlated uncertainty on the
energy scale is still the dominant contribution. Further-
more, as emphasized by the enlarged uncertainty band in
Fig. 14, the uncertainty due to the modeling of the trigger
e�ciency dominates the sub-keV region. The large contri-
bution of the uncertainty of the energy scale is related to
the lack of photon sources in the sub- keVee region which
could be used for calibration. A smaller statistical uncer-
tainty from the 1.30 keVee activation line would have al-
lowed to put a more stringent constraint on the energy
scale. The present approach is therefore conservative and
does also cover the uncertainties related to the small non-
linearities observed in the few hundreds of eVee region,
as illustrated by the gray band in the bottom panel of
Fig. 5. For the sub- keVnr region, the precision of the mea-
surement is intrinsically limited by the trigger e�ciency
of the HPGe detector. A precise knowledge of the detec-
tor response at these energies allows partly to overcome
this limitation but HPGe detectors with thresholds below
100 eVee are needed to access the sub- keVnr region with

a precision better than ⇠ 0.01 on the ionization quenching
factor.

To summarize, the combined fit of all data points be-
tween 0.6 keVnr and 6.3 keVnr using the Lindhard theory
yields a best fit value of k = 0.162 with a total uncer-
tainty (stat+syst) of 0.004. It is represented by the black
line in Fig. 14.

4.2 Analysis of the integral energy distribution of

recoiling nuclei

In this last section an additional cross-check is proposed,
considered as almost independent of the main result of
this article. A complementary approach to determine ion-
ization quenching factors consists in comparing the energy
distribution of recoil nuclei integrated over all scattering
angles (i.e. without coincidence requirements) with a MC
simulation of the experiment. This approach was for in-
stance used in [16, 18, 24]. Such an analysis relies on an
accurate modeling of the setup and a quenching model. Its
parameters can be tuned in the simulation in order to re-
produce the observed data. Although we strongly favor the
direct and model-independent technique of a coincidence
measurement, advantage was taken of the high-statistics
neutron recoil data integrated over all angles and for dif-
ferent neutron beam energies in the HPGe detector col-
lected as a by-product during data collection. Note that
the range of recoil energies probed in this way is much
broader than the one studied by selecting only small scat-
tering angles: from Eq. (3), the maximum recoil energy ob-
tained for back-scattered neutrons equals e.g. 26 keVnr for
En,0 = 500 keV. Integrated energy distributions of recoil

A. Bonhomme, et al, Eur. Phys. J. C 82, 815 (2022)

greatly reduced. As expected, clear low-energy excesses are
observed only in the absence of the Ti filter, confirming
their origin in the elastic scattering of 24 keV neutrons.
The distribution of MCNP-POLIMI simulated energy depo-

sitions by NRs in the germanium crystal also producing a
capture in the backing detector was converted into an
ionization equivalent using QF values in the range
15%–40%, including the effect of energy resolution and
multiple scattering (4.1% to 7.6% of all events), for each of
the four scattering angles tested. The resulting spectra were
compared to the Ti-off residuals of Fig. 8, obtaining best-fit
QF values via log-likelihood analysis. The QF errors shown
in Figs. 8 and 9 combine the uncertainty extracted from this
procedure with that from the energy calibration. The energy
spread (half width at half maximum) of simulated events is
utilized as horizontal error bars in Fig. 9.

VI. SYSTEMATICS AND COMPATIBILITY

In this section we elaborate on possible systematic
effects able to have a moderate impact on our measure-
ments, as well as on the compatibility of these measure-
ments with each other and with previous work in [22].
The normalization of the two datasets shown in Fig. 7 is

based on a matching of their backgrounds in the regions
above and below the peak of interest. The same normali-
zation factor of 1.51 was found to apply to both regions. An
alternative method of normalization based strictly on the
difference in exposure between the datasets would use a

factor of 1.57. This modest difference is due to the small
yet finite shielding of backgrounds that the thin germa-
nium sample produces. If this alternative normalization is
employed, the γ alone peak position is minimally shifted
by 11 eV to a lower energy. The net result is an increase in
the QF derived from the thermal capture method to
34.6! 7.9%, improving the compatibility of this data
point with the trend of those derived from the KSU iron
filter (Fig. 9).
The independent term (intercept) in the linear fit used to

correlate analog-to-digital converter (ADC) amplitude
units to x-ray energy (Fig. 8, inset) has a finite value of
49 eV, with a small uncertainty of !11 eV due to the
excellent linearity observed (Pearson’s R ¼ 0.99998). Use
of lower-energy calibration data points (e.g., via alpha
irradiation of PVC, producing Cl x rays as in Fig. 1) was
not possible due to the longer exposures required for those
and the limited beam time available at KSU. The quality
of this fit is not in doubt, as nonzero independent terms of
this magnitude are commonplace and traceable to the
algorithms used for energy determination. It is however
worth mentioning that making this independent term
equal to zero would bring the iron-filter data points in
Fig. 9 to near-perfect agreement with the photoneutron
best fit shown there and its extrapolation to low energy.
Nevertheless, as mentioned in Sec. V, the effect of the
known uncertainty in the energy scale is already included
in the vertical error bars for iron-filter data.
The photoneutron QF should be considered an approxi-

mation, as its model-independent method is predicated on a
total absence of multiple scatters. Still, a more complex
analysis leaving both source yield Y and ionization end
point in the 88Y=Be-88Y=Al residual as free parameters
might be able to produce an improved fit to the low-energy
excess in Fig. 2, bringing the derived QF closer to iron-filter
results. In lieu of this analysis, we assess the agreement
between both techniques by assuming a QF model con-
sisting of a no-frills linear fit to the iron-filter QF data
points in Fig. 9 for energies below 1.35 keVnr. At this
energy this fit intersects the standard k ¼ 0.157 Lindhard
line in the same figure. For higher energies the QF model
switches to Lindhard. When this simple model is applied to
the interpretation of photoneutron data, a fair quantitative
and qualitative agreement is obtained (Fig. 10). This test
illustrates the internal consistency of the ensemble of our
measurements.
Finally, we have examined the compatibility of the new

measurements presented here with our previous photo-
neutron dataset in [22]. As mentioned in Sec. I, the detector
used for that study had a threshold 5 times larger than
presently achieved. This derived from a combination of
higher intrinsic electronic noise and an issue with the
internal gain of the digitizer employed, later resolved. As a
result, signals from NRs below ∼4 keVnr could only be
detected as part of events involving multiple neutron

FIG. 9. Present QF results, labeled by calibration technique. A
red band shows the 95% C.L. region for the model-independent
fit of Fig. 2. A dotted line is the Lindhard model with a default
germanium value of k ¼ 0.157 [22]. Previous measurements are
shown in gray: circles [57], squares [9,25], diamonds [65],
triangles [66], and inverted triangle [51].
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Fig. 14: Ionization quenching factor as a function of the nuclear recoil energy. The data points are obtained for the four
di↵erent data sets, each one corresponding to a di↵erent nominal neutron beam energy. Due to the low statistics for the
beam energy at 250 keV only upper limits were extracted for the lowest energy data points. They are represented by the
orange arrows. Indicated error bars are uncorrelated uncertainties (statistics and spatial coordinates measurements for
each angle), whereas the correlated uncertainties (beam energy, energy scale and trigger e�ciency) are represented by
the blue band. The best-fit of these data points within a Lindhard theory description is obtained for k = 0.162 ± 0.004
(stat+sys) and is illustrated by the black curve.

tal contribution varies by about one order of magnitude
between the pixels. The full analysis was then repeated for
each pixel independently. The results (reported in Tab. 3,
III) are compatible with the results under I and II and do
not indicate any underestimated source of uncertainty.

Tab. 4 summarizes all the above mentioned sources of
systematic uncertainties and their contributions to the fi-
nal results. For Enr & 2 keVnr, the statistical uncertainty
is negligible and the correlated uncertainty on the energy
scale of the HPGe detector is the major contributor to the
total quoted uncertainty, followed by the systematic un-
certainty on the beam energy and of the geometry of the
setup. In the low energy range, statistical uncertainties are
not negligible anymore. The correlated uncertainty on the
energy scale is still the dominant contribution. Further-
more, as emphasized by the enlarged uncertainty band in
Fig. 14, the uncertainty due to the modeling of the trigger
e�ciency dominates the sub-keV region. The large contri-
bution of the uncertainty of the energy scale is related to
the lack of photon sources in the sub- keVee region which
could be used for calibration. A smaller statistical uncer-
tainty from the 1.30 keVee activation line would have al-
lowed to put a more stringent constraint on the energy
scale. The present approach is therefore conservative and
does also cover the uncertainties related to the small non-
linearities observed in the few hundreds of eVee region,
as illustrated by the gray band in the bottom panel of
Fig. 5. For the sub- keVnr region, the precision of the mea-
surement is intrinsically limited by the trigger e�ciency
of the HPGe detector. A precise knowledge of the detec-
tor response at these energies allows partly to overcome
this limitation but HPGe detectors with thresholds below
100 eVee are needed to access the sub- keVnr region with

a precision better than ⇠ 0.01 on the ionization quenching
factor.

To summarize, the combined fit of all data points be-
tween 0.6 keVnr and 6.3 keVnr using the Lindhard theory
yields a best fit value of k = 0.162 with a total uncer-
tainty (stat+syst) of 0.004. It is represented by the black
line in Fig. 14.

4.2 Analysis of the integral energy distribution of

recoiling nuclei

In this last section an additional cross-check is proposed,
considered as almost independent of the main result of
this article. A complementary approach to determine ion-
ization quenching factors consists in comparing the energy
distribution of recoil nuclei integrated over all scattering
angles (i.e. without coincidence requirements) with a MC
simulation of the experiment. This approach was for in-
stance used in [16, 18, 24]. Such an analysis relies on an
accurate modeling of the setup and a quenching model. Its
parameters can be tuned in the simulation in order to re-
produce the observed data. Although we strongly favor the
direct and model-independent technique of a coincidence
measurement, advantage was taken of the high-statistics
neutron recoil data integrated over all angles and for dif-
ferent neutron beam energies in the HPGe detector col-
lected as a by-product during data collection. Note that
the range of recoil energies probed in this way is much
broader than the one studied by selecting only small scat-
tering angles: from Eq. (3), the maximum recoil energy ob-
tained for back-scattered neutrons equals e.g. 26 keVnr for
En,0 = 500 keV. Integrated energy distributions of recoil
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greatly reduced. As expected, clear low-energy excesses are
observed only in the absence of the Ti filter, confirming
their origin in the elastic scattering of 24 keV neutrons.
The distribution of MCNP-POLIMI simulated energy depo-

sitions by NRs in the germanium crystal also producing a
capture in the backing detector was converted into an
ionization equivalent using QF values in the range
15%–40%, including the effect of energy resolution and
multiple scattering (4.1% to 7.6% of all events), for each of
the four scattering angles tested. The resulting spectra were
compared to the Ti-off residuals of Fig. 8, obtaining best-fit
QF values via log-likelihood analysis. The QF errors shown
in Figs. 8 and 9 combine the uncertainty extracted from this
procedure with that from the energy calibration. The energy
spread (half width at half maximum) of simulated events is
utilized as horizontal error bars in Fig. 9.

VI. SYSTEMATICS AND COMPATIBILITY

In this section we elaborate on possible systematic
effects able to have a moderate impact on our measure-
ments, as well as on the compatibility of these measure-
ments with each other and with previous work in [22].
The normalization of the two datasets shown in Fig. 7 is

based on a matching of their backgrounds in the regions
above and below the peak of interest. The same normali-
zation factor of 1.51 was found to apply to both regions. An
alternative method of normalization based strictly on the
difference in exposure between the datasets would use a

factor of 1.57. This modest difference is due to the small
yet finite shielding of backgrounds that the thin germa-
nium sample produces. If this alternative normalization is
employed, the γ alone peak position is minimally shifted
by 11 eV to a lower energy. The net result is an increase in
the QF derived from the thermal capture method to
34.6! 7.9%, improving the compatibility of this data
point with the trend of those derived from the KSU iron
filter (Fig. 9).
The independent term (intercept) in the linear fit used to

correlate analog-to-digital converter (ADC) amplitude
units to x-ray energy (Fig. 8, inset) has a finite value of
49 eV, with a small uncertainty of !11 eV due to the
excellent linearity observed (Pearson’s R ¼ 0.99998). Use
of lower-energy calibration data points (e.g., via alpha
irradiation of PVC, producing Cl x rays as in Fig. 1) was
not possible due to the longer exposures required for those
and the limited beam time available at KSU. The quality
of this fit is not in doubt, as nonzero independent terms of
this magnitude are commonplace and traceable to the
algorithms used for energy determination. It is however
worth mentioning that making this independent term
equal to zero would bring the iron-filter data points in
Fig. 9 to near-perfect agreement with the photoneutron
best fit shown there and its extrapolation to low energy.
Nevertheless, as mentioned in Sec. V, the effect of the
known uncertainty in the energy scale is already included
in the vertical error bars for iron-filter data.
The photoneutron QF should be considered an approxi-

mation, as its model-independent method is predicated on a
total absence of multiple scatters. Still, a more complex
analysis leaving both source yield Y and ionization end
point in the 88Y=Be-88Y=Al residual as free parameters
might be able to produce an improved fit to the low-energy
excess in Fig. 2, bringing the derived QF closer to iron-filter
results. In lieu of this analysis, we assess the agreement
between both techniques by assuming a QF model con-
sisting of a no-frills linear fit to the iron-filter QF data
points in Fig. 9 for energies below 1.35 keVnr. At this
energy this fit intersects the standard k ¼ 0.157 Lindhard
line in the same figure. For higher energies the QF model
switches to Lindhard. When this simple model is applied to
the interpretation of photoneutron data, a fair quantitative
and qualitative agreement is obtained (Fig. 10). This test
illustrates the internal consistency of the ensemble of our
measurements.
Finally, we have examined the compatibility of the new

measurements presented here with our previous photo-
neutron dataset in [22]. As mentioned in Sec. I, the detector
used for that study had a threshold 5 times larger than
presently achieved. This derived from a combination of
higher intrinsic electronic noise and an issue with the
internal gain of the digitizer employed, later resolved. As a
result, signals from NRs below ∼4 keVnr could only be
detected as part of events involving multiple neutron

FIG. 9. Present QF results, labeled by calibration technique. A
red band shows the 95% C.L. region for the model-independent
fit of Fig. 2. A dotted line is the Lindhard model with a default
germanium value of k ¼ 0.157 [22]. Previous measurements are
shown in gray: circles [57], squares [9,25], diamonds [65],
triangles [66], and inverted triangle [51].
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          CONUS experimental site

Experimental site for CONUS:
● beneath fuel cooling pool:
    10-45 m w.e., 24 m w.e. on average 
● distance to reactor core center: 17 m
    → Φ=2.3 x 1013 ν/s/cm² 

17 m

Brokdorf reactor (KBR):
● pressurized light water reactor
● 193 fuel assemblies, total 100 tons
● thermal power: 3.9 GW 
● high duty cycle (1 month OFF/a)
● operation: 10/1986 – 12/2021
● Conus: access to reactor physics data

S

3W. Maneschg | M7 workshop, March 22-29, 2023
Brokdorf reactor in Germany


3.9 GWth

Operated until 12/2021

  

CONUS: RUN-1/-2: SM physics

11W. Maneschg | M7 workshop, March 22-29, 2023

● binned likelihood ratio test
● simultaneous fit of ON/OFF spectra
    and all runs & detectors
● background for OFF description:
   - Use MC model 
   - Free normalization
   - Noise: approx. with exp. function      
● systematics: beside quenching

all included via Gaussian pull terms;
● scan over signal parameter

as function of k-parameter:
(at that time, CONUS quenching result
not yet available) 

1st CONUS CEvNS spectral fit resultApplied method:

CONUS 
Quenching

Measurement

ON: 59 kg*d        OFF: 249 kg*d

Result: quenching factor k >0.27 disfavored by CONUS data alone
With our quenching factor k=0.162:
→ CEνNS limit: <0.4 cts/d/kg (90% C.L.) → Limit is still ~17x above SM prediction

CONUS

Germanium detector

Mass: 3.72 kg

baseline: 17 m

2.3 × 1013 ν̄/cm2 s

excluded. Moreover, based on the time difference distri-
bution of events [31], noise induced by the cryocoolers with
characteristic frequencies and microphonics was removed
without loss of efficiency for the physical signals. The total
reactor on run time corresponds to 248.7 kg d and the total
reactor off run time to 58.8 kg d.
The regions of interest were chosen individually for each

detector and run period. For the definition of each region of
interest (ROI), three criteria were adopted. First the trigger
efficiency of the detector must not drop significantly from
unity (>95%) [31]. Next, the threshold had to be above
energies for which rate correlations to variations in the
ambient temperature were observed. The simulated back-
ground events are stable independent of the room temper-
ature. Finally, the ratio of the electronic noise contribution
to the MC background had to be smaller than a factor 4.
The last condition was applied to reduce the impact of the
noise level close to the energy threshold. Table I summa-
rizes the ROI for the different detectors and run periods.
The energy cut at 1 keVee was chosen due to x-ray lines
around ½1.0; 1.4" keVee. In the case of the C1 detector, a
slightly lower value of 0.75 keVee was picked due to some
mismatch between data and simulation in the region from
0.75 to 1 keVee, which is well above any predicted end of
the CEνNS signal spectrum.
A binned likelihood analysis was employed to extract the

amplitude of the CEνNS signal, via the overall normali-
zation parameter of interest (s). The reactor on and reactor
off data were fitted simultaneously. The background has
three free parameters and consists of the MC simulated
model completed by the analytical effective description of
the electronic noise edge by an exponential. One of the
three parameters provides the overall background normali-
zation (b), the other two describe the exponential noise
component. Four Gaussian pull terms were added to the
likelihood function, allowing one to encode the systematic
uncertainties on the energy scale, the normalization (fidu-
cial mass and efficiency), and the neutrino flux. The content
of each bin was assumed to follow a Poisson distribution,
while an energy binning of 10 eVee was chosen. The
performed combined fit for the full dataset includes the
detectors and runs as listed in Table I. As an example,
measured spectra for a specific dataset are shown in Fig. 3.

The dead time induced by the muon veto was estimated
independently for reactor on and off times using different
methods based on 228Th calibration, pulser, and veto trigger
rate data. It was determined to be on average ð5.8$ 0.2Þ%
in reactor on and ð3.5$ 0.2Þ% in reactor off periods. The
DAQ-induced dead time is typically in the percent level
[31]. The stability of the energy scale was confirmed in
regular calibration campaigns including pulser scans and
deployments of a radioactive 228Th source. Moreover,
internal Ge activation lines are used for the energy scale
determination [31]. The energy scale uncertainty of
∼15 eVee in the ROI is taken into account in the likelihood
via one of the pull terms.
The not yet well-known dissipation processes of nuclear

recoils in Ge (quenching) at the cryogenic detector
temperatures between 78 and 88 K are described by the
modified Lindhard theory [38,39] including an adiabatic
correction and the free parameter k. This parameter k
corresponds roughly to the quenching factor at a nuclear
recoil energy of 1 keV. By performing the fit for different
values of k from 0.1 to 0.3, we account for the full spread of
measured quenching values at low energy found in literature
[39,40] as well as a potential diode temperature dependence.

TABLE I. Live times for reactor on and off periods as well as
the regions of interest for the CONUS detectors (Det.) used in the
analysis.

Det. Run On (d) Off (d) ROI (keVee)

C1 1 96.7 13.8 0.296–0.75
C2 1 14.6 13.4 0.311–1.00
C3 1 97.5 10.4 0.333–1.00
C1 2 19.6 12.1 0.348–0.75
C3 2 20.2 9.1 0.343–1.00

FIG. 3. Measured spectra during reactor on and off periods for
one of the CONUS detectors including weighted differences
(bottom). The predicted pure antineutrino spectrum is shown in
red for a quenching parameter of 0.18 in case that the signal
would be at our 90% C.L.

PHYSICAL REVIEW LETTERS 126, 041804 (2021)

041804-4

Shielding (~10 counts / keV kg d):

- Steel / Pb (black)

- Polyethilene (Red)

- B-doped PE (white)

- Plastic scintillator (blue)

H
. Bonet, et al, Phys. Rev. Lett. 126 (2021) 041804
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          CONUS experimental site

Experimental site for CONUS:
● beneath fuel cooling pool:
    10-45 m w.e., 24 m w.e. on average 
● distance to reactor core center: 17 m
    → Φ=2.3 x 1013 ν/s/cm² 

17 m

Brokdorf reactor (KBR):
● pressurized light water reactor
● 193 fuel assemblies, total 100 tons
● thermal power: 3.9 GW 
● high duty cycle (1 month OFF/a)
● operation: 10/1986 – 12/2021
● Conus: access to reactor physics data
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CONUS: RUN-1/-2: SM physics
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● binned likelihood ratio test
● simultaneous fit of ON/OFF spectra
    and all runs & detectors
● background for OFF description:
   - Use MC model 
   - Free normalization
   - Noise: approx. with exp. function      
● systematics: beside quenching

all included via Gaussian pull terms;
● scan over signal parameter

as function of k-parameter:
(at that time, CONUS quenching result
not yet available) 

1st CONUS CEvNS spectral fit resultApplied method:

CONUS 
Quenching

Measurement

ON: 59 kg*d        OFF: 249 kg*d

Result: quenching factor k >0.27 disfavored by CONUS data alone
With our quenching factor k=0.162:
→ CEνNS limit: <0.4 cts/d/kg (90% C.L.) → Limit is still ~17x above SM prediction

CONUS

Germanium detector

Mass: 3.72 kg

baseline: 17 m

2.3 × 1013 ν̄/cm2 s

excluded. Moreover, based on the time difference distri-
bution of events [31], noise induced by the cryocoolers with
characteristic frequencies and microphonics was removed
without loss of efficiency for the physical signals. The total
reactor on run time corresponds to 248.7 kg d and the total
reactor off run time to 58.8 kg d.
The regions of interest were chosen individually for each

detector and run period. For the definition of each region of
interest (ROI), three criteria were adopted. First the trigger
efficiency of the detector must not drop significantly from
unity (>95%) [31]. Next, the threshold had to be above
energies for which rate correlations to variations in the
ambient temperature were observed. The simulated back-
ground events are stable independent of the room temper-
ature. Finally, the ratio of the electronic noise contribution
to the MC background had to be smaller than a factor 4.
The last condition was applied to reduce the impact of the
noise level close to the energy threshold. Table I summa-
rizes the ROI for the different detectors and run periods.
The energy cut at 1 keVee was chosen due to x-ray lines
around ½1.0; 1.4" keVee. In the case of the C1 detector, a
slightly lower value of 0.75 keVee was picked due to some
mismatch between data and simulation in the region from
0.75 to 1 keVee, which is well above any predicted end of
the CEνNS signal spectrum.
A binned likelihood analysis was employed to extract the

amplitude of the CEνNS signal, via the overall normali-
zation parameter of interest (s). The reactor on and reactor
off data were fitted simultaneously. The background has
three free parameters and consists of the MC simulated
model completed by the analytical effective description of
the electronic noise edge by an exponential. One of the
three parameters provides the overall background normali-
zation (b), the other two describe the exponential noise
component. Four Gaussian pull terms were added to the
likelihood function, allowing one to encode the systematic
uncertainties on the energy scale, the normalization (fidu-
cial mass and efficiency), and the neutrino flux. The content
of each bin was assumed to follow a Poisson distribution,
while an energy binning of 10 eVee was chosen. The
performed combined fit for the full dataset includes the
detectors and runs as listed in Table I. As an example,
measured spectra for a specific dataset are shown in Fig. 3.

The dead time induced by the muon veto was estimated
independently for reactor on and off times using different
methods based on 228Th calibration, pulser, and veto trigger
rate data. It was determined to be on average ð5.8$ 0.2Þ%
in reactor on and ð3.5$ 0.2Þ% in reactor off periods. The
DAQ-induced dead time is typically in the percent level
[31]. The stability of the energy scale was confirmed in
regular calibration campaigns including pulser scans and
deployments of a radioactive 228Th source. Moreover,
internal Ge activation lines are used for the energy scale
determination [31]. The energy scale uncertainty of
∼15 eVee in the ROI is taken into account in the likelihood
via one of the pull terms.
The not yet well-known dissipation processes of nuclear

recoils in Ge (quenching) at the cryogenic detector
temperatures between 78 and 88 K are described by the
modified Lindhard theory [38,39] including an adiabatic
correction and the free parameter k. This parameter k
corresponds roughly to the quenching factor at a nuclear
recoil energy of 1 keV. By performing the fit for different
values of k from 0.1 to 0.3, we account for the full spread of
measured quenching values at low energy found in literature
[39,40] as well as a potential diode temperature dependence.

TABLE I. Live times for reactor on and off periods as well as
the regions of interest for the CONUS detectors (Det.) used in the
analysis.

Det. Run On (d) Off (d) ROI (keVee)

C1 1 96.7 13.8 0.296–0.75
C2 1 14.6 13.4 0.311–1.00
C3 1 97.5 10.4 0.333–1.00
C1 2 19.6 12.1 0.348–0.75
C3 2 20.2 9.1 0.343–1.00

FIG. 3. Measured spectra during reactor on and off periods for
one of the CONUS detectors including weighted differences
(bottom). The predicted pure antineutrino spectrum is shown in
red for a quenching parameter of 0.18 in case that the signal
would be at our 90% C.L.

PHYSICAL REVIEW LETTERS 126, 041804 (2021)

041804-4

Shielding (~10 counts / keV kg d):

- Steel / Pb (black)

- Polyethilene (Red)

- B-doped PE (white)

- Plastic scintillator (blue)

H
. Bonet, et al, Phys. Rev. Lett. 126 (2021) 041804

null result
CEvNS < 0.4 c / kg d
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CONUS: RUN-5 SM physics 

15W. Maneschg | M7 workshop, March 22-29, 2023

Detector ON
kg*d

OFF
kg*d

ROI lower 
threshold / eV

C1 151 43 220

C2 154 138 210

C4 153 112 220

Total 458 293

ROI upper threshold: 1 keV

Preliminary results:

● so far, statistical likelihood ratio test
● all Conus detectors do not find a signal
● combined limit (90% C.L.): factor ~2 above predicted

CEvNS based on Lindhard quenching with k=0.162
•  further slight improvements expected (PSD,
   additional statistics,…)

  

CONUS: RUN-5 SM physics 
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Detector ON
kg*d

OFF
kg*d

ROI lower 
threshold / eV

C1 151 43 220

C2 154 138 210

C4 153 112 220

Total 458 293

ROI upper threshold: 1 keV

Preliminary results:

● so far, statistical likelihood ratio test
● all Conus detectors do not find a signal
● combined limit (90% C.L.): factor ~2 above predicted

CEvNS based on Lindhard quenching with k=0.162
•  further slight improvements expected (PSD,
   additional statistics,…)

CONUS+ CONUS+ is going to be installed in the Leibstadt nuclear power plant (KKL) in Switzerland during 
summer 2023. 

Experimental conditions:

- 20.7 m from 3.6 GWth reactor core →  high antineutrino flux expected  1.45 x 1013 ̄νe s
-1cm-2 .

- High duty-cycle: 1 month/year of reactor-off.

- Shallow-depth site (7-8 m w.e.). 

2

The CONUS+ experiment

Leibstadt nuclear power plant in Switzerland

- 3.6 GWth

- 21 m baseline

- 

- Target threshold < 200 eV

- Better muon-veto

1.5 × 1013 ν̄/cm2 s

Installation this year

Limit 2x higher 
than SM

E Sanchez, 
today afternoon
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KNPP reactor in Russia

3.1 GWth

Germanium detector

Mass: 1.4 kg

baseline: 11 m


4 × 1013 ν̄/cm2 s

Shielding (~50 counts / keV kg d):

- Pb (black)

- B-doped PE (white)

- muon-veto (brown)

- Copper (yellow)

The key factors needed for CEνNS detection are a high
neutrino flux, a low background level, a big mass of the
target, and a low energy threshold. For example, for
semiconductor germanium detector, it is necessary to detect
signals below 0.4 keV, at the rates below a few counts per
month. The discrimination from the noise of the low energy
signals produced by nuclear recoils is one of the main
experimental challenges. Furthermore, signals can be
mimicked by some type of background, for example by
neutron scattering.
Extensive scientific efforts are focused on the search for

CEνNS in close vicinity of commercial power or exper-
imental nuclear reactors. Different experimental techniques
are used to detect and investigate CEνNS. There are several
experiments, which are currently running or under con-
struction: CONUS [10], Ricochet [11], NUCLEUS [12],
CONNIE [13] and many others. Currently, the sensitivities
of these experiments are approaching to the possibility of
CEνNS detection.
The νGeN experimental setup is located at Kalinin

Nuclear Power Plant (KNPP) in Udomlya, Russia, near
the 3.1 GWth reactor unit #3 of WWER-1000 type [14].
The current distance from the detector to the center of
the reactor core is 11.835 m, where the neutrino flux is
3.9 × 1013 cm−2 s−1 according to calculation method in
[15]. The closer position to the reactor core with a higher
neutrino flux is planned to be explored as well. This
neutrino intensity is several times higher in comparison
to other groups worldwide, except the sideway site of the
Dresden II reactor [16]. Moreover, the available place at
KNPP is located just under the reactor, which together with
surrounding materials provides about 50 m water equiv-
alent shielding from cosmic rays [17].
Custom-designed high purity germanium detector made

by Mirion Technologies (Canberra Lingolsheim) [19] is
used to detect CEνNS. It has been specially produced to
achieve energy threshold as low as possible by taking into
account low-radioactivity requirements. First measure-
ments at KNPP were performed with the Ge detector with
an active mass of 1.41 kg. The germanium crystal has a
cylindrical shape with a diameter of 70 mm and height of
70 mm. The detector is installed inside the cryostat made of
low background aluminum and copper. It is equipped with
an electrically powered pulse tube cooler model Cryo-Pulse
5 Plus [20]. The cooling temperature of the detector was
optimized to the value of −185°C.
The system of passive and active shielding has been built

around the detector to suppress ambient background (see
Fig. 1). The most inner part of the shielding is made of 3D
printed nylon in order to get rid of radon. The further layers
are 10 cm of oxygen-free copper, 8 cm of borated (3.5%)
polyethylene, 10 cm layer of lead, another layer of 8 cm of
borated polyethylene, and a 5 cm thick active muon veto
made from plastic scintillator panels. Radon level inside the
shielding is further decreased with the help of expulsion by

nitrogen. The experimental site has various vibrations
coming from the reactor equipment. Therefore, the detector
is placed on an active antivibration platform TS-C30 [21].
Ionization energy losses inside the HPGe detector result

in a charge, collected on the electrodes. The charge is
converted into voltage amplitude pulses by integrated cold
and warm electronics. The electronic feedback resets the
accumulated charge after a certain level. Even in near-zero
background conditions, i.e., without signals, the leakage
current through the detector causes the output to drift,
requiring a reset. Thus, the reset frequency depends on
the sumof the detector leakage current and the counting rate.
For the νGeN detector, the reset rate is about 5 Hz. Figure 2
shows a diagram of the components involved in data
acquisition. The preamplification cascade is equipped with
two similar amplitude outputs (OUT E and OUT E2).
Additionally, during the reset, a logical Inhibit signal is
generated. Information about each event corresponding to its
energy together with timestamps is produced by the multi-
channel analog to digital converter CAEN VME Realtime

FIG. 1. Scheme of the νGeN shielding. Top view.

FIG. 2. Scheme of the acquisition system.

I. ALEKSEEV et al. PHYS. REV. D 106, L051101 (2022)

L051101-2

Recent new data since Phys. Rev. D 106, L051101 (2022) 

Reactor unit #3 @ KNPP

GeN

• Spectrometer GeN is located under the reactor 
unit #3 (3.1 GWth – thermal power)

• Distance to the center of the reactor core is about 
11 m, this gives  41013 /(seccm2)

• Overburden  50 m w.e. − good shielding against 
cosmic radiation due to reactor’s surrounding

• Good support from KNPP administration 

Typical regime:
ON: 18 months
OFF: 2 months

22.03.2023 M7, A.Lubashevskiy 5
iDream

KNPP #3
Core

k = 0.26

k = 0.179
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νGEN

16

KNPP reactor in Russia

3.1 GWth

Germanium detector

Mass: 1.4 kg

baseline: 11 m


4 × 1013 ν̄/cm2 s

Shielding (~50 counts / keV kg d):

- Pb (black)

- B-doped PE (white)

- muon-veto (brown)

- Copper (yellow)

The key factors needed for CEνNS detection are a high
neutrino flux, a low background level, a big mass of the
target, and a low energy threshold. For example, for
semiconductor germanium detector, it is necessary to detect
signals below 0.4 keV, at the rates below a few counts per
month. The discrimination from the noise of the low energy
signals produced by nuclear recoils is one of the main
experimental challenges. Furthermore, signals can be
mimicked by some type of background, for example by
neutron scattering.
Extensive scientific efforts are focused on the search for

CEνNS in close vicinity of commercial power or exper-
imental nuclear reactors. Different experimental techniques
are used to detect and investigate CEνNS. There are several
experiments, which are currently running or under con-
struction: CONUS [10], Ricochet [11], NUCLEUS [12],
CONNIE [13] and many others. Currently, the sensitivities
of these experiments are approaching to the possibility of
CEνNS detection.
The νGeN experimental setup is located at Kalinin

Nuclear Power Plant (KNPP) in Udomlya, Russia, near
the 3.1 GWth reactor unit #3 of WWER-1000 type [14].
The current distance from the detector to the center of
the reactor core is 11.835 m, where the neutrino flux is
3.9 × 1013 cm−2 s−1 according to calculation method in
[15]. The closer position to the reactor core with a higher
neutrino flux is planned to be explored as well. This
neutrino intensity is several times higher in comparison
to other groups worldwide, except the sideway site of the
Dresden II reactor [16]. Moreover, the available place at
KNPP is located just under the reactor, which together with
surrounding materials provides about 50 m water equiv-
alent shielding from cosmic rays [17].
Custom-designed high purity germanium detector made

by Mirion Technologies (Canberra Lingolsheim) [19] is
used to detect CEνNS. It has been specially produced to
achieve energy threshold as low as possible by taking into
account low-radioactivity requirements. First measure-
ments at KNPP were performed with the Ge detector with
an active mass of 1.41 kg. The germanium crystal has a
cylindrical shape with a diameter of 70 mm and height of
70 mm. The detector is installed inside the cryostat made of
low background aluminum and copper. It is equipped with
an electrically powered pulse tube cooler model Cryo-Pulse
5 Plus [20]. The cooling temperature of the detector was
optimized to the value of −185°C.
The system of passive and active shielding has been built

around the detector to suppress ambient background (see
Fig. 1). The most inner part of the shielding is made of 3D
printed nylon in order to get rid of radon. The further layers
are 10 cm of oxygen-free copper, 8 cm of borated (3.5%)
polyethylene, 10 cm layer of lead, another layer of 8 cm of
borated polyethylene, and a 5 cm thick active muon veto
made from plastic scintillator panels. Radon level inside the
shielding is further decreased with the help of expulsion by

nitrogen. The experimental site has various vibrations
coming from the reactor equipment. Therefore, the detector
is placed on an active antivibration platform TS-C30 [21].
Ionization energy losses inside the HPGe detector result

in a charge, collected on the electrodes. The charge is
converted into voltage amplitude pulses by integrated cold
and warm electronics. The electronic feedback resets the
accumulated charge after a certain level. Even in near-zero
background conditions, i.e., without signals, the leakage
current through the detector causes the output to drift,
requiring a reset. Thus, the reset frequency depends on
the sumof the detector leakage current and the counting rate.
For the νGeN detector, the reset rate is about 5 Hz. Figure 2
shows a diagram of the components involved in data
acquisition. The preamplification cascade is equipped with
two similar amplitude outputs (OUT E and OUT E2).
Additionally, during the reset, a logical Inhibit signal is
generated. Information about each event corresponding to its
energy together with timestamps is produced by the multi-
channel analog to digital converter CAEN VME Realtime

FIG. 1. Scheme of the νGeN shielding. Top view.

FIG. 2. Scheme of the acquisition system.

I. ALEKSEEV et al. PHYS. REV. D 106, L051101 (2022)

L051101-2

Recent new data since Phys. Rev. D 106, L051101 (2022) 

Reactor unit #3 @ KNPP

GeN

• Spectrometer GeN is located under the reactor 
unit #3 (3.1 GWth – thermal power)

• Distance to the center of the reactor core is about 
11 m, this gives  41013 /(seccm2)

• Overburden  50 m w.e. − good shielding against 
cosmic radiation due to reactor’s surrounding

• Good support from KNPP administration 

Typical regime:
ON: 18 months
OFF: 2 months

22.03.2023 M7, A.Lubashevskiy 5
iDream

KNPP #3
Core

k = 0.26

k = 0.179

null result
CEvNS < 0.5 c / kg d
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Effect of Quenching on Ionization Measurements
• Ionization 

measurements of 
CEvNS require 
lower thresholds to 
get the same rate 
due to the 
quenching factor


• The result depends 
heavily on the yield 
model you use!


• NB: this figure 
assumes step 
function efficiency 
from threshold.
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Lindhard

Collar

Model: @ 10.39 m from the Dresden-II (2.96 GW)

E. Figueroa-Feliciano

CRAB & NUCLEUS Colls, PRL 130 (2023) 211802
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Figure 1. Illustration of the process of radiative neutron capture. The sought-for signal is the nuclear recoil
associated with a single-W transition from the (= level to ground state. The two-body kinematics determine
a unique nuclear recoil energy. The complete distribution of single and multi-W decays from all isotopes is
predicted by the FIFRELIN simulations, combining experimental level schemes and predictions from level
density models.

close to the neutron separation energy (=, of several MeV. This nucleus then de-excitates to the
ground state via W and conversion electron emission. Although there is thus typically a multi-W
cascade, there is often a single-W transition with a substantial probability directly to the ground
state (figure 1). The resulting nuclear recoil (⇢2

W/2") has an energy in the order of 100 eV for
medium and heavy mass nuclei. The high energy photon easily escapes cm-size detectors. This
escape has two implications for our method. One is that the only energy remaining in the detector
is that of the nuclear recoil. Secondly, adding a W detector allows the event to be “tagged” with
this photon, so that the additional coincidence can strongly suppress backgrounds. Below we shall
present examples with and without this tagging.

Among the various experimental techniques where this calibration method could be applied,
cryogenic particle detectors have a high potential. They are ideal for the validation of this proce-
dure [14], having a very low energy threshold, a few eV, and a small active volume, a few cm3

[15–17]. They currently lead the field of low-mass direct DM investigations [16–19], and are also
proposed as primary candidates for the study of CEaNS [15, 20, 21].

Figure 2 compares the nuclear recoil energies expected for light dark matter, CEaNS and
elastic neutron scattering with that for single-W transitions. One notes that the recoil energies for
the di�erent processes cover the same range. The mass of the nucleus has been taken as that of
tungsten, the recoil energy scales as the inverse mass of the nucleus.
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FIG. 2. Energy spectrum recorded during the source mea-
surement. The two peaks from the 55Fe source are used to
set the energy scale of the detector (see text). The inset shows
the distribution of filtered baselines after quality cuts.

thermal neutron rate of 1.13 nth/s is expected at the sur-
face of the cryogenic detector leading to 114 events in the
112.5 eV peak for the source run. To estimate the sys-
tematic uncertainty on the expected number of events,
we take into account the uncertainty on the source ac-
tivity (15%) [31] and on the description of the geometry
and materials in the MC simulations (20%), leading to
a total systematic uncertainty of 25% on the predicted
number of counts in the peak.

Two independent data analyses have been performed
using the DIANA [32] (analysis 1) and CAT [33] (analy-
sis 2) cryogenic data analysis frameworks. In the follow-
ing we present the results of analysis 1, being fully com-
patible with analysis 2 within uncertainties. To avoid any
bias in the analysis event selection cuts were defined on
the background data. In parallel, independent statistical
tests were developed on simulated data.

A software trigger is applied to the continuously ac-
quired data stream using an optimum filter calculated
from randomly chosen noise samples and a template
built from particle pulses [34]. With a resolution of
(94.2± 1.4) eV in the 6 keV energy range, the Mn K↵

and K� lines can be clearly separated. Figure 2 shows
the reconstructed energy spectrum of the source data,
with a net 55Fe rate of 0.13 cps. The Mn K↵/� events lie
well below the TES saturation level. Therefore, a sim-
ple linear extrapolation of the energy calibration towards
lower pulse heights is assumed. Possible non-linearities in
the detector response, originating, e.g. from the shape of
the transition curve or the electrical readout circuit [35],
are not compensated for in this analysis. These e↵ects
imply a rather large combined systematic uncertainty of
[�18,+25]% on the reconstructed energy at 112.5 eV.
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FIG. 3. Energy spectra (from 60 to 300 eV) measured by
the Nucleus detector for the source and background (scaled
to source exposure) measurements. The error bars represent
the Poissonian uncertainties. The red solid and blue dashed
lines illustrate the best fit with and without the Gaussian
contribution, respectively.

Quality cuts are used to clean the data from pulse arti-
facts and pile-up events. The e�ciency of the quality cuts
is evaluated at zero energy with randomly chosen baseline
samples and at 6 keV using 55Fe events. Reconstruction
and trigger e�ciencies are included in the final e�ciency.
We estimate a detection e�ciency of (46.3 ± 8.3)% in
the region-of-interest (60 – 300 eV), given by the aver-
age of the e�ciency evaluated at zero energy and 6 keV.
The e�ciency-corrected 55Fe count rates match within
3% for source and background data, demonstrating the
robustness of this approach. A baseline resolution of
�BL =(6.37± 0.02(stat)) eV [(6.54± 0.02) eV] is observed
for background [source] measurement, see inset in Fig. 2.
A conservative analysis threshold of 50 eV is chosen corre-
sponding to 8�BL. A total rate of reconstructed events of
0.5 cps in the background data and an increase by 0.2 cps
with the neutron source in place are measured. No sig-
nificant drifts over time are observed neither on the po-
sition of the two 55Fe peaks nor in the baseline reso-
lutions. Figure 3 shows the measured source spectrum
(light gray) compared to the background spectrum (dark
grey). The source spectrum features a peak-like struc-
ture, centered at an energy compatible with the nominal
calibration peak at 112.5 eV above background.

In order to quantify the significance of this local struc-
ture, a simple statistical test has been developed. An
e↵ective model with two exponential functions describes
the steep rise at low energy and the expected contribu-
tion of the scattering of fast neutrons from the source at
higher energies. A Gaussian describes the sought-for cal-
ibration peak. Two consecutive binned likelihood fits are

Expected nuclear recoil: 112 eV 
Measured: 106±2(stat.)±20(syst) eV 

X-ray calibrated energy (eV)

+) Low energy thresholds
+) Small uncertainty on energy scale
−) Complicated operation
−) Small targets 

Cryodetectors: no quenching

V. Wagner,  
today afternoon

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.211802
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.211802
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Ge detectors (heat + ionisation) 
Target Mass: 42 g x 18/27

baseline: 8.8 m

1.1 × 1012 ν̄/cm2 s

Data Vs Monte Carlo studies suggest a signal-to-noise ratio ~1, provided that the gamma and heat 
only backgrounds can be efficiently rejected with PID 

The CryoCube Ge detector technology is nearing its targeted performance and will be ready for its 
deployment in the Ricochet experiment at ILL by early-2024 

Exciting new updates from the Ricochet Q-Array Zn detector technology (see D. Pinckney’s talk) 

First neutrino data to begin over the summer 2024
14

Conclusion

Design phase: done Commisioning: ongoing Ricochet @ ILL: in construction

Magnificent CENNS - Billard

13

CRYOCUBE: HEMT-based ionisation preamplifiers

• 30 eVee ionisation resolution achieved on all three detectors 
operated in a MiniCryoCube in R&D cryostat 

• Factor of 7 and 11 improvement w.r.t to previously achieved 
resolution in EDW/CDMS and similar to best HPGe @ 77K 

Reaching over the Heat Only wall ! (see F. Reindl LEE talk) 
Rejection of 105 HO while keeping ~10/20% CENNS signal 
Need a precise NR ionisation yield measurement at 10 mK 
=> Ricochet’s DT in-situ calibration source 

Coming soon: dual heat-ionisation measurement !
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Magnificent CENNS - Billard

Ricochet coll., paper in preparation (2023)
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Fig. 1 Left: schematic of the planned Ricochet integration within
the ILL-H7 experimental site. The cryostat is mechanically anchored
thanks to two triangle-shaped frames surrounding the passive shielding
and active muon veto. Also shown are the 1-t crane (orange), the pulsed
DT-based low-energy and mono-energetic neutron source in its storage
position (light green), and the surrounding IN20 and D19 experiments.

Right: drawing of the future Ricochet experiment. The Hexa-Dry 200
Ultra-quiet cryostat from CryoConcept is held by two mechanically
decoupled frames (dark and light blue) and is surrounded by its outer
external shielding layers of polyethylene (white), lead (gray) and soft
iron (black). The muon veto is shown as the red panels on the top and
side of the setup

outer shielding will be divided into three sections installed
on rails to allow for an easy access to the cryostat. Lastly,
muon-induced gamma and neutron backgrounds will be fur-
ther reduced thanks to a surrounding muon veto, made of two
layers of 3 cm thick plastic scintillator, to reject events in tem-
poral coincidence with detected muons. The cryogenic inner
shielding, installed inside the cryostat above the detectors and
composed of a 8.5 cm thick layer of lead and a 21 cm thick
layer of polyethylene, with interleaved 1 cm thick copper lay-
ers, will ensure a closed shielding. Additionally, 8 mm thick
polyethylene layers mounted on each thermal screen will fur-
ther improve the shielding tightness. Eventually, up to two
1 mm thick layers of mumetal will also be added between
thermal screens to further reduce the residual magnetic field
from adjacent experiments for optimal operation of the Zn
cryogenic detectors that use superconducting quantum inter-
ference devices (SQUIDs) [11]. Note that the muon veto will
also include a cryogenic portion at 50 K to avoid a signif-
icant gap in veto coverage at the crossing of the cryostat.
According to our cosmogenic simulations, such a muon veto
should exhibit a muon-induced trigger rate of about 400 Hz
which will be manageable with our ∼ 100 µs timing res-
olution bolometers, requiring coincidence time windows of
O(1) ms, with a reasonable livetime loss of less than 30%
[15].

3 Thermal and fast neutron detection with a
low-radioactivity 3He proportional counter

To characterize the neutron background at the ILL-H7 site,
we used a proportional counter tube filled with 3He gas. The
thermal and fast neutrons are detected via the following on-
flight capture reaction:

n + 3He −→ p + t (764 keV + En) (1)

where En is the neutron kinetic energy. The 3He(n,p) cross
section for thermal neutrons is σ = 5333±7 b [18] and drops
below several barns for neutron energies between 100 keV
and 10 MeV where elastic scattering becomes relevant [19].
The CHM-57 counter [20] used in this work has an active
length of 860 mm with an internal diameter of 31 mm. The
counter is filled with 400 kPa of 3He and 500 kPa of 40Ar,
where the latter gas element is used as a quencher in order
to stabilize the avalanche process of the proportional cham-
ber following an ionization signal detection. Intrinsic back-
grounds from alpha decays of U and Th progenies in the walls
were reduced by covering the detector’s inner walls with 50–
60 µm of Teflon and 1 µm of electrolytic copper [20]. The
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58 MWth
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that our neutron background model assumption, using the
outgoing IN20 reactogenic neutron flux from the H13 beam,
would overestimate the fast neutron flux at the Ricochet
location. However, in order to provide some conservative
estimates of the expected neutron background, we consider
hereafter this un-moderated IN20 neutron flux as an input to
our Ricochet background simulations.

6 RICOCHET expected neutron background

From the cosmogenic and reactogenic neutron components
of the expected Ricochet background – compared against
the 3He counter data in the previous section (see Sect. 5) –
we can estimate the expected Ricochet neutron background
using a GEANT4 simulation taking into account its entire
shielding and detector geometry, introduced in Sect. 2.

Table 1 presents the resulting expected reactogenic and
cosmogenic neutron background rates, integrated over our
CENNS region of interest between 50 eV and 1 keV, for var-
ious shielding configurations: (I) no shielding, (II) with the
passive shielding presented in Fig. 1, and (III) with the addi-
tion of an idealized muon veto assumed to have a 100% geo-
metrical and detection efficiency surrounding the Ricochet
experimental setup. Additionally, we also show in Fig. 9 the
resulting energy spectra for both the CENNS signal (green)
and the two nuclear recoil background components, i.e. cos-

mogenic (dark blue) and reactogenic (light blue), considering
the shielding configuration (III). From the comparison of the
first two shielding configurations I and II presented in Table 1,
one can derive that the neutron background attenuation fac-
tors provided by the passiveRicochet shielding are about 37
and of the order of 104 for the cosmogenic and reactogenic
neutron backgrounds, respectively. The much greater attenu-
ation factor for reactogenic neutrons is explained by both (1)
the absence of muon-induced spallation in the shielding pro-
ducing fast neutrons in close proximity to the detectors, and
(2) their comparatively low energy when compared to that of
primary and spallation neutrons from the cosmogenic con-
tribution as they enter the Ricochet shielding. Indeed, most
of these reactogenic neutrons have kinetic energies below
6 MeV (see Fig. 5), corresponding to a mean free path in
polyethylene of about 6 cm, making them efficiently moder-
ated by the 35 cm of polyethylene. On the other hand, with
energies up to ∼ 200 MeV as obtained after spallation in the
ILL building, cosmogenic neutrons in the casemate can still
spallate further and reach the Ricochet cryogenic detectors.
Interestingly, by tracking backwards to the primary cosmic
rays above ILL, we found that all primary cosmic neutrons
inducing nuclear recoils in our Ge bolometer had energies
greater than 70 MeV and represented about 13% of the total
number of cosmogenic nuclear recoils, the rest being largely
dominated by muon spallations (85%). Therefore, despite
their higher expected (and measured) overall fast neutron

Table 1 Simulated background rates inside the cryogenic detector array
installed at the ILL, with the shielding design illustrated in Fig. 1, when
only one bolometer has triggered. As the muon veto is still being char-

acterized and optimized, in the case of scenario (III) we assume perfect
geometrical and detection efficiencies

Cosmogenic Reactogenic Total (MC) CENNS (Ge/Zn)

Nuclear recoils [50 eV, 1 keV] (evts/day/kg)

No shielding (I) 1554 ± 12 53853 ± 544 55407 ± 545 –

Passive shielding (II) 42 ± 3 2.4 ± 0.3 44 ± 3 –

Passive + µ-veto (III) 7 ± 2 9 ± 2 12.8 / 11.2

Fig. 9 Simulated energy
spectra for the future Ricochet
experiment at ILL, 8.8 m away
from the core of the 58.3 MWth
nuclear reactor. The CENNS
signal is given by the green
distribution while the resulting
nuclear recoil background from
the cosmogenic and reactogenic
components correspond
respectively to the dark and light
blue histograms. The presented
background simulation results
correspond to the shielding
configuration (III), see Table 1
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Particle ID 
@ < 100 eV

Data taking 
foreseen in 2024

50 eVnr threshold

C
. Augier, et al, Eur. Phys. J. C

 83 (2023) 20
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Chooz power plant 

Neutrino source: Chooz nuclear plant

1.7x1012  ν/cm2 s


2x 5 mm

Germanium veto

Cryostat 10 mK

Shielding Pb+PE+B4C: 

100 counts / kg keV d 

Neutrino target: crystals 5x5x5 mm3 

9 Al2O3 (4 g) and 9 CaWO4 (6 g) 

20 eVnr threshold


mid 2024

G. Angloher et al., Eur. Phys. J. C, 79 (2019) 1018 https://nucleus-experiment.org

20% precision on 

(1 year of data taking)

σCEνNS

Now: Phase 1 - 10 g 
Future: Phase 2 - 1 kg

10.09.2022 NOW 2022, Johannes Rothe 9

Cryogenic Outer Veto

6 high purity Germanium crystals (2.5cm, 4kg total) 
Active shielding against external backgrounds
● ionization readout
● fully surrounding inner cryodetector
● fast response for anti-coincidence operation
● few keV threshold

→ >90% rejection of ambient γ events

4x rectangular 
detectors 

in production

2x cyl. crystals 
during cryogenic 
performance test

Cu holding 
structure: 

mechanical 
demonstrator

2x cylindrical detectors 
completed and validated

12 cm

T. Lassere, 
today afternoon

https://nucleus-experiment.org
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Other experiments (reactors)
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CONNIE 
Skipper CCD

(Limit 70x SM)

RED-100 
LXe / LAr


(Results soon)

NEON 
NaI(Tl)


(taking/analysing data)

TEXONO 
Ge

NEWS-G3 
Proportional counters


(design finalization)

Simulation of the achinos electric field

The NEWS-G3 Experiment 22

6

NEON experiment Site

IBS, UST 03/22/23 Byungju Park Magnificent CEvNS 2023

Installed in Nov. 2020

RED-100 at KNPP

522.03.2023 Rudik Dmitrii, RED-100 experiment

DANSS

RED-100

νGeN

iDream

2020 RED-100 was shipped to KNPP
2021 Deployed and tested
2022 (Jan-Feb) Physical run

Akimov D. Y., et al. JINST 17.11 (2022), T11011

KNPP – Kalinin Nuclear Power Plant

Event reconstruction

CONNIE experiment, I. Nasteva, Magnificent CEvNS 2023

muon electron diffusion-limited hits
photons/neutrinos
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• Identify tracks based on geometry.
• Energy calibration in situ using Cu fluorescence x-rays. 
• Depth versus diffusion width calibration using cosmic muons.
• Monitor the stability of natural backgrounds, noise and dark current.
• Low-energy neutrino selection based on likelihood test.

Phys. Rev. D 100 (2019) 092005

22

A.Aguilar-Arevalo, 
today

M. Singh,
today

H. Ha,
today

Skipper CCD@Atucha2 
Commissioning/


data taking
M. Cabbie,
Wednesday

Installation in atucha: first light

Magnificent CEvNS 2021

Enectali Figueroa-Feliciano \ Magnificent CEvNS \ Mar 2023

Other Reactor Experiments

31

NEWS-G3 
Spherical Proportional Counter 

Working on final design

TEXONO 
Looking for new site

BULLKID 
Si/Ge with MKIDS
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37Ar: Formaggio, Figueroa, Anderson, 

Phys. Rev D 85, 013009 (2012)


51Cr: C. Bellenghi, et al, 

Eur. Phys. J. C 79 (2019) 727

Electron capture

Monochromatic neutrinos

flux systematics < %
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!
320 keV

51Cr (27.7 d)

90.06% - "#
746.99 keV ($K 90%)
751.93 keV ($L 10%)

9.94% - "#
426.91 keV ($K 90%)
431.85 keV ($L 10%)

51V (stable)

Q = 752.45 keV

51Cr

22

✓ Activity monitored with calorimeter 
< 1 % precision (SOX experience)

✓ INFN owns a 36 kg source (GALLEX)
51Cr

W shield
cryostat

detector

~70 cm
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3O2Al
4CaWO

Challenges: 
- activation up to 5 MCi
- even lower threshold than reactors

1% precision with 10 kg Ge target in 2 months, but extremely challenging!

C. Bellenghi, et al, Eur. Phys. J. C 79 (2019) 727
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A	new	portal	to	(non)standard	par2cle	and	nuclear	physics	
...	small	but	multicolor	!	

24	
E. Lisi

Present and future challenge is precision:

Source and detector wise: 


+ mass

+ neutrinos

- threshold

- backgrounds

- systematics


Figure 3 displays ourmain result, derived from
15months of accumulated live time (fig. S1).When
comparing CsI[Na] signals occurring before POT
triggers and those taking place immediately after,
we observe a high-significance excess in the
second group of signals, visible in both the energy
spectrum and the distribution of signal arrival
times. This excess appears only during times of
neutrino production (“Beam ON” in the figure).
The excess follows the expected CEnNS signature
very closely, containing only a minimal contam-
ination from beam-associated backgrounds (34).
NINs have a negligible contribution, even smaller

than that from prompt neutrons, shown in the
figure. The formation of the excess is strongly
correlated to the instantaneous power on target
(fig. S14). All neutrino flavors emitted by the SNS
contribute to reconstructing the excess, as ex-
pected from a neutral current process. Stacked
histograms in Fig. 3 display the standard model
CEnNS predictions for prompt nm and delayed ne,
!nm emissions. Consistency with the standard
model is observed at the 1s level (134 ± 22 events
observed, 173 ± 48 predicted). A two-dimensional
(energy, time) profile maximum likelihood fit
favors the presence of CEnNS over its absence
at the 6.7s level (fig. S13). Further details and a
discussion of uncertainties are provided in (34),
together with similar results from a parallel
analysis (fig. S11).
Figure 4 shows an example of CEnNS applica-

tions: improved constraints on nonstandard inter-
actions between neutrinos and quarks, caused by
new physics beyond the standard model (9–11).
These are extracted from the maximum devia-
tion from standard model CEnNS predictions
allowed by the present data set (34), using the
parametrization in (30, 33).
As our experiment continues to run, neutrino

production is expected to increase in late 2017
by up to 30% relative to the average delivered
during this initial period. In addition to CsI[Na],
the COHERENT collaboration currently operates
a 22-kg single-phase liquid argon (LAr) detector,
185 kg of NaI[Tl] crystals, and three modules
dedicated to the study of NIN production in
several targets (Fig. 2). Planned expansion includes
a ~1-ton LAr detector with nuclear/electron recoil
discrimination capability, an already-in-hand
2-ton NaI[Tl] array simultaneously sensitive to
sodiumCEnNS and charged-current interactions in
iodine (Fig. 1B), and p-type point contact germa-
niumdetectors (24) with sub-keV energy threshold.
We intend to pursue the new neutrino physics op-
portunities providedbyCEnNSusing this ensemble.
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Fig. 3. Observation of coherent
elastic neutrino-nucleus scattering.
(A and B) Residual differences
(data points) between CsI[Na] signals
in the 12 ms after POT triggers and
those in a 12-ms window before,
as a function of (A) their energy
(number of photoelectrons detected)
and (B) event arrival time (onset of
scintillation). Steady-state
environmental backgrounds contrib-
ute to both groups of signals equally,
vanishing in the subtraction. Error
bars denote SD. These residuals are
shown for 153.5 live days of
SNS inactivity (“Beam OFF”) and
308.1 live days of neutrino production
(“Beam ON”), over which 7.48 GWh of
energy (~1.76 × 1023 protons) was
delivered to the mercury target.
Approximately 1.17 photoelectrons are expected per keV of cesium or iodine nuclear recoil energy (34). Characteristic excesses closely following the standard
model CEnNS prediction (histograms) are observed for periods of neutrino production only, with a rate correlated to instantaneous beam power (fig. S14).

Fig. 4. Constraints on nonstandard neutrino-
quark interactions.The blue region represents
values allowed by our data set at 90% confi-
dence level (c2min < 4.6) in euVee ; e

dV
ee space. These

quantities parameterize a subset of possible
nonstandard interactions between neutrinos
and quarks, where euVee ; e

dV
ee = 0,0 corresponds to

the standard model of weak interactions, and
indices denote quark flavor and type of cou-
pling. The gray region shows an existing con-
straint from the CHARM experiment (34).
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From the point of view of an experimentalist:

Difficult but doable and time-limited!

Summary


