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Figure 1: Overview of the SHERPA 2.2 event generator framework.

generation is defined through a text file that contains all non-default settings needed to define the process
of interest and to steer the event evolution. The latter includes the setup of the initial beams, the physics
model as well as parameters to consider. SHERPA features two built-in tree-level matrix element generators,
AMEGIC [6] and COMIX [7, 8]. They are used for the simulation of parton-level events within the Standard
Model and beyond, and for the decay of heavy resonances such as W , Z, or Higgs bosons or top quarks.
Both include automated methods for e�cient phase-space integration and algorithms for the subtraction of
infrared divergences in calculations at next-to-leading order (NLO) in QCD [9, 10, 11] and the electroweak
theory [12]. For the evaluation of virtual corrections at NLO accuracy SHERPA relies on interfaces to dedicated
one-loop providers, e.g. BLACKHAT [13], OPENLOOPS [14] and RECOLA [15, 16]. The default parton-showering
algorithm of the SHERPA 2.2 series is the CSSHOWER [17], based on Catani–Seymour dipole factorisation [9,
10, 18]. As of version 2.2.0 SHERPA also features an independent second shower implementation, DIRE [19,
20, 21]. For the matching of NLO QCD matrix elements with parton showers SHERPA implements the
MC@NLO method [22, 23]. For NNLO QCD calculations the UN2LOPS method [24, 25] is used. The
merging of multi-jet production processes at leading order [26, 27, 28] and next-to-leading order [29, 30] is
based on truncated parton showers. Multiple parton interactions are implemented via the Sjöstrand–van-Zijl
model [31]. The hadronisation of partons into hadrons is modelled by a cluster fragmentation model [32].
Alternatively, in particular for uncertainty estimations, an interface to the Lund fragmentation model [33]
of PYTHIA [34] is available. SHERPA provides a large library for the simulation of ⌧ -lepton and hadron
decays, including many form-factor models. Furthermore, a module for the simulation of QED final-state
radiation in particle decays [35], which is accurate to first order in ↵ for many channels is built-in. To
account for spin correlations in production and subsequent decay processes the algorithm described in [36] is
implemented. Events generated with SHERPA can be cast into various output formats for further processing,
with the HEPMC [37] format being the most commonly used. In the specific case of parton-level events,
at the leading and next-to-leading order in QCD, additional output formats are supported. They include
Les Houches Event Files [38], NTUPLE files for NLO QCD events [39] and cross-section interpolation grids
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• Observables sensitive to colour reconnection in ttbar events ( arXiv:2209.07874 )
• Correlation of ϒ meson production with the underlying event ( ATLAS-CONF-2022-23 )

https://arxiv.org/abs/2209.07874
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2022-023/


2

Underlying Event at the LHC
The underlying event at the LHC

A hard pp-collision at the LHC can be interpreted as a hard scattering between
partons, accompanied by the underlying event (UE) consisting of:

Initial and final state radiation
Multiple Parton Interactions (MPI)

Beam Remnants
Hadronization

These contributions are not always calculable in pert. QCD

Governed by free phenomenological
parameters to determine

Paolo Gunnellini MPI@LHC 2017 December 2017 3

• underlying event : any hadronic activity not associated with hard scattering process
• contributions not always calculable in perturbative QCD → phenomenological models in MC, 

which must be tuned to data

• typically modelled with :

Credit: Frank Siegert

• multiple parton interactions
• initial and final state radiation
• colour reconnection (CR) with beam remnants

CR refers to the way in which colour fields rearrange themselves after collision



Measurementsof observables sensitive to colour
reconnection in tt eventswith theATLASdetector

arXiv:2209.07874, accepted by EPJ
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Figure 1: Schematic of the structure of a pp ! tt event, as modelled by PYTHIA. To
keep the layout relatively clean, a few minor simplifications have been made: 1) shower
branchings and final-state hadrons are slightly less numerous than in real PYTHIA events,
2) recoil effects are not depicted accurately, 3) weak decays of light-flavour hadrons are
not included (thus, e.g. a K0

S meson would be depicted as stable in this figure), and 4)
incoming momenta are depicted as crossed (p! �p). The latter means that the beam
remnants and the pre- and post-branching incoming lines for ISR branchings should be
interpreted with “reversed” momentum, directed outwards towards the periphery of the
figure; this avoids beam remnants and outgoing ISR emissions having to criss-cross the
central part of the diagram.
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https://arxiv.org/abs/2209.07874


Motivation
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• CR experimentally motivated →  first introduced in MC to describe rise of ⟨pT⟩ vs nch

• CR intimately connected to MPI
• new constraints on CR and MPI,                                                                                           

will provide improved description everywhere

ATLAS-CONF-2022-058

Colour reconnection in top physics

Credits: Spyros Argyropoulos
JHEP11 (2014) 043

Paolo Gunnellini MPI@LHC 2017 December 2017 16

Credit: S Argyropoulos

• specifically in context of top, modelling of 
CR is a dominant systematic uncertainty 
on top mass determination

Colour reconnection in top physics

Credits: Spyros Argyropoulos
JHEP11 (2014) 043

Paolo Gunnellini MPI@LHC 2017 December 2017 16

JHEP11 (2014) 043

Outline

Introduction
Colour reconnection and models
Tuning colour reconnection models in PYTHIA 8
Colour reconnection in top physics
Summary

Paolo Gunnellini MPI@LHC 2017 December 2017 2

• interesting unresolved question regarding involvement 
of top quark versus its decay products in CR

https://cds.cern.ch/record/2826701
https://link.springer.com/article/10.1007/JHEP11(2014)043


ATLASmeasurementof topquarks andCR

• select tt events in di-leptonic eμ channel 
(exactly 1 e, 1 μ and 2 or 3 jets, 2 of which b-tagged)

• measure inclusive☨ charged particle properties: 
☨ excluding leptons or jet tracks, pT > 0.5 GeV, |η| < 2.5 

• multiplicity nch

• scalar sum of charged particle transverse 
momentum, Σnch pT

• Σnch pT in bins of  nch

How do we look at top quarks and CR?

4

Selection and observables definition

§ Select " ̅" events in the dileptonic $% channel

§ Measure three observables:
! Charged particle multiplicity (#!ℎ)
! Scalar sum of charged-particles transverse 

momenta (∑$!" %%)
! ∑$!" %% in bins of #!ℎ

§ The observables use tracks outside jets
↪ tracks inside jets does not contribute significantly to the 
discrimination power between CR models

Shayma Wahdan                  Measurement of observables sensitive to colour reconnection effect 5
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à

e�
ae

W+

W�

t

• Select ! ̅! events using di-leptonic #$ channel
• Look at inclusive* charged particles as:

• [*Not including the leptons or jet tracks]
• Multiplicity nch
• Scalar sum of charged particle pT, ∑#!" "$
• ∑#!" "$ in bins of nch

• Pileup and fake contribution subtracted with MC templates
• Compare data to MC

• Pythia8 hadronizes with Lund strings … several CR models
• Herwig7 hadronizes with clusters … several CR models
• Many parameters!

5

Credit: Z Citron for ATLAS, MPI@LHC

• pileup and fake-lepton contribution subtracted with MC templates

• compare MC with unfolded normalised differential cross sections:
• PYTHIA8 : Lund string model for hadronisation – several CR models
• HERWIG7 : cluster hadronisation – several CR models
• many tuneable parameters



cf. differentMCGenerators
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Figure 10: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent MC event generators. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The black triangular
markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown H-axis range.

35

chn

0

0.01

0.02

0.03

0.04chnd
σd  

σ1 Data
PP8
PH704
PH713
PH721
Sherpa2210

0 20 40 60 80 100
chn

0.5
1

1.5
2

Da
ta

Pr
ed

.

Normalised
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

(a)

 [GeV]
T
p 

chnΣ

0

0.01

0.02

0.03

 [1
/G

eV
]

Tp 
chn

Σ
/d

 
σ

 d
σ1

Data
PP8
PH704
PH713
PH721
Sherpa2210

0 50 100
 [GeV]

T
p 

chnΣ

0.5
1

1.5
2

Da
ta

Pr
ed

.

Normalised
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

(b)

 [GeV]
T
p 

chnΣ

0

0.2

0.4

3−10×

 [1
/G

eV
]

Tp 
chn

Σ
 d

 
ch

/d
 n

σ2
 d

σ1

Data
PP8
PH704
PH713
PH721
Sherpa2210

0 50 0 50 0 50 0 50 0 50 100
 [GeV]

T
p 

chnΣ

0.5
1

1.5
2

Da
ta

Pr
ed

.

Normalised
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

 < 20chn
 [20,40)chn  [40,60)chn  [60,80)chn  80≥ chn

(c)

Figure 10: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent MC event generators. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The black triangular
markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown H-axis range.

35

chn

0

0.01

0.02

0.03

0.04chnd
σd  

σ1 Data
PP8
PH704
PH713
PH721
Sherpa2210

0 20 40 60 80 100
chn

0.5
1

1.5
2

Da
ta

Pr
ed

.
Normalised

, 2 or 3 jetsµeOS 
ATLAS -1 139 fb,=13 TeVs

(a)

 [GeV]
T
p 

chnΣ

0

0.01

0.02

0.03

 [1
/G

eV
]

Tp 
chn

Σ
/d

 
σ

 d
σ1

Data
PP8
PH704
PH713
PH721
Sherpa2210

0 50 100
 [GeV]

T
p 

chnΣ

0.5
1

1.5
2

Da
ta

Pr
ed

.

Normalised
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

(b)

 [GeV]
T
p 

chnΣ

0

0.2

0.4

3−10×

 [1
/G

eV
]

Tp 
chn

Σ
 d

 
ch

/d
 n

σ2
 d

σ1

Data
PP8
PH704
PH713
PH721
Sherpa2210

0 50 0 50 0 50 0 50 0 50 100
 [GeV]

T
p 

chnΣ

0.5
1

1.5
2

Da
ta

Pr
ed

.

Normalised
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

 < 20chn
 [20,40)chn  [40,60)chn  [60,80)chn  80≥ chn

(c)

Figure 10: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent MC event generators. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The black triangular
markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown H-axis range.

35

chn

0

0.01

0.02

0.03

0.04chnd
σd  

σ1 Data
PP8
PH704
PH713
PH721
Sherpa2210

0 20 40 60 80 100
chn

0.5
1

1.5
2

Da
ta

Pr
ed

.

Normalised
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

(a)

 [GeV]
T
p 

chnΣ

0

0.01

0.02

0.03

 [1
/G

eV
]

Tp 
chn

Σ
/d

 
σ

 d
σ1

Data
PP8
PH704
PH713
PH721
Sherpa2210

0 50 100
 [GeV]

T
p 

chnΣ

0.5
1

1.5
2

Da
ta

Pr
ed

.

Normalised
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

(b)

 [GeV]
T
p 

chnΣ

0

0.2

0.4

3−10×

 [1
/G

eV
]

Tp 
chn

Σ
 d

 
ch

/d
 n

σ2
 d

σ1

Data
PP8
PH704
PH713
PH721
Sherpa2210

0 50 0 50 0 50 0 50 0 50 100
 [GeV]

T
p 

chnΣ

0.5
1

1.5
2

Da
ta

Pr
ed

.

Normalised
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

 < 20chn
 [20,40)chn  [40,60)chn  [60,80)chn  80≥ chn

(c)

Figure 10: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent MC event generators. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The black triangular
markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown H-axis range.

35

6

modelling uncertainties. In the following comparisons of the di�erential cross-sections with predictions
from di�erent event generators using the nominal settings, predictions from CR models implemented in
P����� 8 and CR models implemented in H����� 7 are presented and discussed.

9.1 Comparisons with predictions from di�erent generators

In Figure 10 the normalised di�erential cross-sections are compared with the predictions obtained from
P�����+P����� 8.230, S����� 2.2.10, and P�����+H����� 7 using three versions of H����� 7, namely
7.0.4, 7.1.3 and 7.2.1. These three versions have di�erent UE and CR tunes and partially modified MPI
models. Table 6 shows the j

2
/NDF values resulting from the comparisons of the measured di�erential

cross-sections with the corresponding prediction from these generators for each observable. Figure 10
shows that the unfolded data disagree with the predictions from S����� 2.2.10, which does not include
CR e�ects, thus illustrating their importance. The =ch measured cross-section is approximately equally
well described by P����� 8.230 and H����� 7, while the

Õ
=ch

?T measured normalised cross-section has a
much better j2 value for H����� 7. With increasing H����� 7 version number, the predicted and observed
=ch distributions show worse agreement, while for

Õ
=ch

?T the level of agreement remains about the same.
The distribution of

Õ
=ch

?T in bins of =ch is best described by the three versions of H����� 7 in comparison
with P����� 8.230 and S����� 2. Relative to P����� 8.230, the lower j2 value for S����� 2 is due to the
inclusion of the theory uncertainties. Overall, the best agreement is achieved using H����� 7.0.4.

Table 6: The j
2 and NDF for measured normalised di�erential cross-sections obtained by comparing the di�erent

predictions with the unfolded data. Global(=ch,
Õ

=ch
?T) denotes the scenario in which the covariance matrix is built

including correlations of systematic uncertainties between the two observables =ch and
Õ

=ch
?T.

Observable =ch
Õ

=ch
?T Global(=ch,

Õ
=ch

?T)
Õ

=ch
?T in bins of =ch

NDF 7 10 17 8
Generator set-up j

2

P�����+P����� 8.230 62 106 434 224
CR0 55 113 629 129
CR1 98 60 581 158
CR2 58 179 402 238
P�����+H����� 7.0.4 39 16 145 29
P�����+H����� 7.1.3 53 42 188 41
P�����+H����� 7.2.1 78 25 313 87
P�����+H����� Baryonic CR 75 20 241 29
P�����+H����� Stat CR 23 40 121 39
S����� 2.2.10 77 211 263 124

34

SHERPA: PYTHIA-like MPI model, NO CR

HERWIG: MPI/CR tunes from MC authors 

PYTHIA: A14 tune (CR based on same model as CR0)

modelling uncertainties. In the following comparisons of the di�erential cross-sections with predictions
from di�erent event generators using the nominal settings, predictions from CR models implemented in
P����� 8 and CR models implemented in H����� 7 are presented and discussed.

9.1 Comparisons with predictions from di�erent generators

In Figure 10 the normalised di�erential cross-sections are compared with the predictions obtained from
P�����+P����� 8.230, S����� 2.2.10, and P�����+H����� 7 using three versions of H����� 7, namely
7.0.4, 7.1.3 and 7.2.1. These three versions have di�erent UE and CR tunes and partially modified MPI
models. Table 6 shows the j

2
/NDF values resulting from the comparisons of the measured di�erential

cross-sections with the corresponding prediction from these generators for each observable. Figure 10
shows that the unfolded data disagree with the predictions from S����� 2.2.10, which does not include
CR e�ects, thus illustrating their importance. The =ch measured cross-section is approximately equally
well described by P����� 8.230 and H����� 7, while the

Õ
=ch

?T measured normalised cross-section has a
much better j2 value for H����� 7. With increasing H����� 7 version number, the predicted and observed
=ch distributions show worse agreement, while for

Õ
=ch

?T the level of agreement remains about the same.
The distribution of

Õ
=ch

?T in bins of =ch is best described by the three versions of H����� 7 in comparison
with P����� 8.230 and S����� 2. Relative to P����� 8.230, the lower j2 value for S����� 2 is due to the
inclusion of the theory uncertainties. Overall, the best agreement is achieved using H����� 7.0.4.

Table 6: The j
2 and NDF for measured normalised di�erential cross-sections obtained by comparing the di�erent

predictions with the unfolded data. Global(=ch,
Õ

=ch
?T) denotes the scenario in which the covariance matrix is built

including correlations of systematic uncertainties between the two observables =ch and
Õ

=ch
?T.

Observable =ch
Õ

=ch
?T Global(=ch,

Õ
=ch

?T)
Õ

=ch
?T in bins of =ch

NDF 7 10 17 8
Generator set-up j

2

P�����+P����� 8.230 62 106 434 224
CR0 55 113 629 129
CR1 98 60 581 158
CR2 58 179 402 238
P�����+H����� 7.0.4 39 16 145 29
P�����+H����� 7.1.3 53 42 188 41
P�����+H����� 7.2.1 78 25 313 87
P�����+H����� Baryonic CR 75 20 241 29
P�����+H����� Stat CR 23 40 121 39
S����� 2.2.10 77 211 263 124

34

modelling uncertainties. In the following comparisons of the di�erential cross-sections with predictions
from di�erent event generators using the nominal settings, predictions from CR models implemented in
P����� 8 and CR models implemented in H����� 7 are presented and discussed.

9.1 Comparisons with predictions from di�erent generators

In Figure 10 the normalised di�erential cross-sections are compared with the predictions obtained from
P�����+P����� 8.230, S����� 2.2.10, and P�����+H����� 7 using three versions of H����� 7, namely
7.0.4, 7.1.3 and 7.2.1. These three versions have di�erent UE and CR tunes and partially modified MPI
models. Table 6 shows the j

2
/NDF values resulting from the comparisons of the measured di�erential

cross-sections with the corresponding prediction from these generators for each observable. Figure 10
shows that the unfolded data disagree with the predictions from S����� 2.2.10, which does not include
CR e�ects, thus illustrating their importance. The =ch measured cross-section is approximately equally
well described by P����� 8.230 and H����� 7, while the

Õ
=ch

?T measured normalised cross-section has a
much better j2 value for H����� 7. With increasing H����� 7 version number, the predicted and observed
=ch distributions show worse agreement, while for

Õ
=ch

?T the level of agreement remains about the same.
The distribution of

Õ
=ch

?T in bins of =ch is best described by the three versions of H����� 7 in comparison
with P����� 8.230 and S����� 2. Relative to P����� 8.230, the lower j2 value for S����� 2 is due to the
inclusion of the theory uncertainties. Overall, the best agreement is achieved using H����� 7.0.4.

Table 6: The j
2 and NDF for measured normalised di�erential cross-sections obtained by comparing the di�erent

predictions with the unfolded data. Global(=ch,
Õ

=ch
?T) denotes the scenario in which the covariance matrix is built

including correlations of systematic uncertainties between the two observables =ch and
Õ

=ch
?T.

Observable =ch
Õ

=ch
?T Global(=ch,

Õ
=ch

?T)
Õ

=ch
?T in bins of =ch

NDF 7 10 17 8
Generator set-up j

2

P�����+P����� 8.230 62 106 434 224
CR0 55 113 629 129
CR1 98 60 581 158
CR2 58 179 402 238
P�����+H����� 7.0.4 39 16 145 29
P�����+H����� 7.1.3 53 42 188 41
P�����+H����� 7.2.1 78 25 313 87
P�����+H����� Baryonic CR 75 20 241 29
P�����+H����� Stat CR 23 40 121 39
S����� 2.2.10 77 211 263 124
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Figure 11: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR models in P����� 8. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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Figure 11: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR models in P����� 8. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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Figure 11: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR models in P����� 8. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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Figure 10: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent MC event generators. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The black triangular
markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown H-axis range.
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• PYTHIA CR models, previously tuned to ATLAS UE 
measurements ( ATLAS-PHYS-PUB-2017-008 )

1. MPI-based (CR0), simplest model with only 1 tuneable parameter; 
default in PYTHIA and in ATLAS

2. QCD-inspired (CR1), nominally improved scheme, full QCD 
colour configuration in beam remnant taken into account

3. Gluon Move (CR2), simple model, but with only gluons 
considered for reconnection

(NB, in all 3 models here, top quark lifetime sufficiently long that only it, and not its decay products, is involved in CR process)

https://cds.cern.ch/record/2262253
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Figure 13: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR models in H����� 7.2. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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Figure 13: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR models in H����� 7.2. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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Figure 13: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR models in H����� 7.2. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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Figure 10: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent MC event generators. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The black triangular
markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown H-axis range.
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• HERWIG CR models, using tunes from MC authors

1. Plain CR, quarks rearranged between clusters, typically leads to clusters 
with smaller invariant mass and so less overall UE activity; default used in 
ATLAS

2. Statistical CR, more sophisticated version, uses Statistical Annealing 
algorithm to find optimal cluster configuration

3. Baryonic CR, simple geometric picture of nearest neighbour
combinations

• overall best description is by the HERWIG CR models, though no panacea



Correlation of ϒmeson productionwith the underlying event
in pp collisionsmeasured by theATLAS experiment

ATLAS-CONF-2022-23

ϒ(1S) 

ϒ(2S) 

ϒ(3S) 

Image from STAR at RHIC

9

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2022-023/
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Fig. 8 Comparison of c2{6} (top) and c2{8} (bottom) obtained for two
pT ranges of reference tracks as a function of 〈Nch(pT > 0.4 GeV)〉 for
p + Pb collisions at

√
sNN = 5.02 TeV and low-multiplicity Pb + Pb

collisions at
√
sNN = 2.76 TeV. The left (right) panels show cumu-

lants calculated for reference particles with 0.3 < pT < 3 GeV
(0.5 < pT < 5 GeV). The insets zoom in on the regions around
c2{6} = 0 and c2{8} = 0. The error bars and shaded boxes denote
statistical and systematic uncertainties, respectively
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bars and shaded boxes denote statistical and systematic uncertainties,
respectively
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Motivation

• many studies of small systems demonstrating 
QGP-like phenomena in soft physics, EG. 
strangeness enhancement, multi-particle 
correlations in peripheral A+A, p+A, and also p+p

• → not many studies using hard probes

10

• Quark Gluon Plasma (QGP) in A+A well established, 

but smaller collision systems controversial
• → naively do not expect QGP formation in small systems 
• → experimental observations of QGP-like behaviour

in p+A and p+p calls this into question

• ATLAS measurement (ATLAS-CONF-2022-23)                                                 
• study correlations between upsilon meson (ϒ)                                        

production and inclusive charged particles to bridge soft-hard gap

Marek Bombara, 12th MPI@LHC, LIP, Lisbon, Portugal, October 12, 2021 2

Strangeness enhancement in small systems

ALI-PREL-321075

• enhancement of strange particle w.r.t. non-strange 
yield clearly visible for high multiplicity proton-
proton (pp) collisions 

• very nice overlap with p−Pb and Pb−Pb results, 
the ratio as a function of ⟨dNch/dη⟩ is independent 
of collision type and energy

Big Picture: Why are we looking at !-UE 
correlations
• Soft sector observables that were once 

(uniquely) associated with a QGP have 
been measured in pp collisions
• Most prominently “flow” which persists to 

low multiplicity pp & even photo-nuclear 
interactions 

• Strangeness enhancement 
• It’s more difficult to tell this story with 

hard sector observables 
• Here we look at Upsilon meson 

correlations with inclusive charged 
particles to try to bridge the soft-hard 
gap
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2
Zvi Citron; QNP 5 September 2022
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Physics motivation

Strangeness enhancement:
The ratio between (multi-)strange hadron yields and pion 
yields is enhanced in heavy-ion collisions with respect to 
minimum bias pp collisions

Nature Phys 13, 535–539 (2017)
Eur.Phys.J.C 80, 167 (2020)

Ø Is strangeness enhancement in pp collisions 
correlated only with final state particle 
multiplicity, or do initial stage effects play a role?

Ø Is strangeness enhancement in pp collisions 
related to hard processes, such as jets, to         
out-of-jet processes, or to both?

Chiara De Martin - QM2022 1

→ See also Francesca Ercolessi poster (Session 1 T14_1)
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Big Picture: Why are we looking at !-UE 
correlations
• Soft sector observables that were once 

(uniquely) associated with a QGP have 
been measured in pp collisions
• Most prominently “flow” which persists to 

low multiplicity pp & even photo-nuclear 
interactions 

• Strangeness enhancement 
• It’s more difficult to tell this story with 

hard sector observables 
• Here we look at Upsilon meson 

correlations with inclusive charged 
particles to try to bridge the soft-hard 
gap
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Why ϒmesons ?
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• HI perspective: heavy quarkonia produced 
early in collision → experience full evolution

• measuring ϒ(nS) state suppression can be 
a thermometer for a QGP :  

• 3 distinct ϒ (bb) states: ϒ(1S) ϒ(2S) ϒ(3S) 
• sequentially “dissolve” or dissociate                       

when potential between constituent quarks 
screened by colour charges of q, g in QGP 

• → the more loosely bound the state, the more 
easily it dissolves: ϒ(3S) is more suppressed 
than ϒ(2S) is more suppressed than ϒ(1S) 

• ϒ less affected by recombination effects than 
cc states, given small probability for b quarks 

• → ϒ ideal probe to study QGP

Image from STAR at RHIC

Adapted from EPJ C61 (2009) 705

https://physics.aps.org/articles/v5/132


ST → 0

ST → 1

https://www.nature.com/articles/s41598-022-07547-z

CMSmeasurementsof ϒ(nS) andmultiplicity

• CMS results from 2014 (JHEP04 (2014) 103) 

and confirmed with more detail in 2020:
• ϒ(nS)/ϒ(1S) ratio decreases as a 

function of charged particle multiplicity

4.1 The Y(nS) ratios vs. multiplicity 7

rapidity ranges in the three measurements, based on the measured rapidity dependence of the
U(nS) production cross sections [44].
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Figure 2: The ratios U(2S)/U(1S) and U(3S)/U(1S) with p
µµ
T > 7 GeV (left) and p

µµ
T > 0 GeV

(right) as a function of Ntrack. The lines are fits to the data with an exponential function. The
outer vertical bars represent the combined statistical and systematic uncertainties in the ratios,
while the horizontal bars give the uncertainty in

⌦
Ntrack

↵
in each bin. Inner tick marks show

only the statistical uncertainty, both in the ratio and in
⌦

Ntrack
↵
. The results of Ref. [7] are

shown in the right plot for comparison, and a small correction is applied to the present results
to account for the different rapidity ranges in the measurements, |yµµ | < 1.20 here and |yµµ | <
1.93 in Ref. [7].

A clear trend is visible in both plots with a decrease in the ratios from low- to high-multiplicity
bins. The trend is similar in the two kinematic regions, and reminiscent of the measurements
from Ref. [7], in particular of the pPb results. To quantify the decrease, a fit is performed using
an exponential function: e

(p0+p1x) + p2, with p0, p1, and p2 as free parameters in the fit. To
measure the decrease in the ratios from this analysis, the resulting best fit is evaluated at the
centre of the lowest and highest Ntrack bins. In the p

µµ
T > 7 GeV case, this results in a decrease

of (�22 ± 3)% for U(2S)/U(1S) and (�42 ± 4)% for U(3S)/U(1S), where the uncertainties
combine the statistical (evaluated at the 95% confidence level) and systematic (using the upper
and lower shifts in the ordinates of the data) uncertainties.

Previous measurements [44] have shown that the ratios U(2S)/U(1S) and U(3S)/U(1S) in-
crease with p

µµ
T . This effect is also visible in Fig. 2, where the values of each ratio are higher

in the left plot with a p
µµ
T minimum of 7 GeV than in the right plot with no minimum p

µµ
T

requirement. Figure 3 left (right) shows the mean p
µµ
T values for the three U(nS) states with

p
µµ
T > 7 (0)GeV, as a function of Ntrack. This is obtained by taking the pT spectra of the dimuon

candidates using the sPlot technique and rescaling them for the efficiency and acceptance cor-
rections as a function of p

µµ
T , as described in Section 3.4. From these corrected p

µµ
T distributions

the mean value and the corresponding uncertainty are calculated. We observe a hierarchical
structure, where the transverse momentum increases more rapidly with Ntrack as the mass of
the corresponding U(nS) increases. An increase with particle mass was also observed in pp
collisions at the LHC for pions, kaons, and protons [45].

JHEP11 (2020) 001
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Figure 6: The ratios U(2S)/U(1S) and U(3S)/U(1S) are shown as a function of the track mul-
tiplicity Ntrack: in four categories based on the number of charged particles produced in a
DR < 0.5 cone around the U direction (left), and in different intervals of charged particle trans-
verse sphericity, ST (right). The outer vertical bars represent the combined statistical and sys-
tematic uncertainties in the ratios, while the horizontal bars give the uncertainty in

⌦
Ntrack

↵
in

each bin. Inner tick marks show only the statistical uncertainty, both in the ratio and in
⌦

Ntrack
↵
.

4.6 Discussion

The impact of additional UE particles on the trend of the U cross section ratios to decrease with
multiplicity in pp and pPb collisions was pointed out in Ref. [7]. In particular, it was noted
that the events containing the ground state had about two more tracks on average than the
ones containing the excited states. It was concluded that the feed-down contributions cannot
solely account for this feature. This is also seen in the present analysis, where the U(1S) meson
is accompanied by about one more track on average (

⌦
Ntrack

↵
= 33.9 ± 0.1) than the U(2S)

(
⌦

Ntrack
↵
= 33.0 ± 0.1), and about two more than the U(3S) (

⌦
Ntrack

↵
= 32.0 ± 0.1). However,

as seen in Fig. 6 (left), no significant change is seen when keeping only events with no tracks
within a cone along the U(nS) direction.

One could argue that, given the same energy of a parton collision, the lower mass of the up-
silon ground state compared to the excited states would leave more energy available for the
production of accompanying particles. On the other hand, it is also true that, if we expect
a suppression of the excited states at high multiplicity, it would also appear as a shift in the
mean number of particles for that state (because events at higher multiplicities would be miss-
ing). Furthermore, if we consider only the events with 0 < ST < 0.55, where none or little
dependence on multiplicity is present, the mean number of charged particles per event is ex-
actly the same for the three U states (

⌦
Ntrack

↵
= 22.4 ± 0.1). This suggests that the different

number of associated particles is not directly linked to the difference in mass between the three
states.

5 Summary
The measurement of ratios of the U(nS) ! µ+µ� yields in proton-proton collisions at

p
s =

7 TeV, corresponding to an integrated luminosity of 4.8 fb�1, collected with the CMS detector
at the LHC, are reported as a function of the number of charged particles produced with pseu-

• … measured also 
as a function of 
event topology 
(sphericity) 

JHEP11 (2020) 001

• ➜ suggests effect correlated with UE and not jets

https://www.nature.com/articles/s41598-022-07547-z
https://link.springer.com/article/10.1007/JHEP04(2014)103
https://link.springer.com/article/10.1007/JHEP11(2020)001
https://link.springer.com/article/10.1007/JHEP11(2020)001


• ATLAS full Run-2 √s=13 TeV pp dataset

• ϒ(nS) → μμ events with:
• 8.2 ≤ mμμ < 11.8 GeV
• |yμμ| < 1.6

• charged particle tracks 
• not directly involved in formation of ϒ

• 0.5 < pT < 10 GeV  
• |η | < 2.5

• ATLAS analysis is an “inversion” of CMS approach:
• instead of measuring “conventional” variables such as ϒ(nS) yields vs nch , 

ATLAS measures nch for different ϒ(nS)  

μ

μ

• search for modification of underlying 
event (soft) for different ϒ states 
(hard) in pp events – measure: 

• multiplicity nch
• kinematic distributions: dnch/dpT and 

dnch/d𝝙𝛗, where 𝝙𝛗= 𝛗ϒ–𝛗h

13

ATLASapproach to studyϒ(nS) correlationwithUE

• analysis performed in pμμ intervals and observables corrected for pileupT



ATLASmeasurementof ϒ(nS) andunderlyingevent
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Figure 1: Left: Invariant mass distribution measured in the data in a 10  ?
``
T < 12 GeV interval of the di-muon pair,

fitted to the function used for extracting P(=S) yields. Indices 0 – 4 denote <`` intervals used in the analysis. Right:
Several =ch distributions measured in the mass intervals indicated in the left panel. Open markers are distributions
before subtracting the background are shown for 4 <

`` intervals out of 5. Full markers are distributions after
subtracting the background are shown for 3 mass intervals. Hatched markers indicate =ch distribution coming from
the PU that is measured in <

``
3 . PU distributions have the same shape in all intervals.

where index = corresponds to three P(=S) states. #P (=S) are the yields of the P(=S) states and #bkg

is the background normalization coe�cient. ⇠⌫ is the Crystal Ball p.d.f., ⌧ is a Gaussian p.d.f., the
coe�cient l is responsible for the relative contribution of these two p.d.f.’s, and the function �bkg which is
responsible for the background is the third degree polynomial whose constant coe�cient is set to unity.
It is centered at <0 = 10 GeV, which approximately corresponds to the center of the fitting region. The
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Coe�cients `0 and f are the first and the second moments of the Gaussian part in the ⇠⌫ function, and

6

• well controlled background – ϒ candidates in 5 mass regions → signal+BG fits 
and sideband subtraction

• pileup corrected on a statistical basis using event mixing technique, developed for 

EPJC 80 (2020) 64 (illustrated here with nch, but works also for dnch/dpT and dnch/d𝝙𝛗)
14

https://link.springer.com/article/10.1140/epjc/s10052-020-7606-6


Appendix

Figure 4 is analog of Figure 2 with one additional ?``
T interval measurement in the left panel.
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Figure 4: Distributions of charged particles in ?T (left) and �q (right) in collisions with di�erent P-meson ?
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subtracted results are scaled for plot clarity, as indicated in the legend.

References
[1] ATLAS Collaboration, Underlying event characteristics and their dependence on jet size of

charged-particle jet events in ?? collisions at
p
B = 7 TeV with the ATLAS detector,

Phys. Rev. D 86 (2012) 072004, arXiv: 1208.0563 [hep-ex] (cit. on p. 2).

13

Kinematic distributionsof ϒ(1S) -ϒ(nS)
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ϒ(1S)–ϒ(3S) 
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Figure 3: The mean number of charged particles with 0.5 < ?T < 10 GeV and |[ | < 2.5 in events withP(=S) mesons
(top) and di�erence of this quantity between the excited and ground P(=S) state (bottom). P����� 8 predictions
with (solid) and without (dashed) P(=S) ! P(mS) contributions are shown by solid and dashed lines respectively.
Statistical uncertainties are shown with error bars, boxes are systematic uncertainties.

di�erences in h=chi. Unlike the data, the P����� 8 prediction shows very similar particle multiplicity for
all three P states. This conclusion is unchanged by changing the color reconnection scheme in the P�����
8 simulation.

At the lowest measured ?T, the di�erence in h=chi for P(1S) �P(2S) is 3.6 ± 0.4 and for P(1S) �P(3S)
it is 4.9 ± 1.1, where the uncertainties correspond to systematic and statistical uncertainties added in
quadrature. The ?

``
T dependences of the di�erences between the excited and ground states are similar

for both excited states. However, large uncertainties in the P(3S) measurement at the lowest ?``
T do not

allow to draw definite conclusions whether the shapes are exactly the same. The di�erences in h=chi gets
smaller with increasing ?

``
T but remain above zero even for the highest measured momentum. The P�����

8 predictions of the di�erence in the mean number of charged particles in excited P states and P(1S) are
also slightly positive for higher ?``

T , due to the di�erences in mass of the P(=S) states as well as from
feed-down decays.

11

• significant differences observed 
for different ϒ(nS) states 

• PYTHIA mismodels ϒ production  
no ⟨nch⟩ dependence of different states

• effect largest at                 : 

ICHEP 2022 - Bologna
Dominic Hirschbühl | 08.07.2022 18

Mean values of 𝑛𝑐ℎ distribution

• Observed a strong difference in the
𝑛𝑐ℎ distributions  

• Effect strongest at 𝑝𝑇
𝜇𝜇 = 0

• Υ 1𝑆 − Υ 2𝑆 : 3.6 ± 0.4
• Υ 1𝑆 − Υ 3𝑆 : 4.1 ± 1.1

• Feed-down of states, mass 
differences, systematic uncertainties 
cannot explain the effect

• ϒ(1S) – ϒ(2S) 𝝙⟨nch⟩ = 3.6 ±0.4
• ϒ(1S) – ϒ(3S) 𝝙⟨nch⟩ = 4.9 ±0.4

• observations cannot be explained 
by mass differences, feed-down of 
states, or systematic uncertainties

16



summary

Correlation of ϒ meson production with the underlying event                            
( ATLAS-CONF-2022-23 ):

significant differences in charged particle 
multiplicity observed 

can be interpreted as suppression of excited 
states at higher multiplicity

17

➜ something interesting going on in pp that 
must be further explored

0 20 40 60
 [GeV]        µµ 

T
p

30

40

50

〉
chn〈 

 PreliminaryATLAS
-1, 13TeV, 139 fbpp

 (1S)Υ
 (2S)Υ
 (3S)Υ

PYTHIA   data 

0 20 40 60 [GeV]        µµ 
T
p

0

2

4

 d
iff

er
en

ce

                    data
(mS)Υ→(nS) Υ PYTHIA with 
(mS)Υ→(nS) Υ PYTHIA w/o 

 
 
 

(2S)Υ(1S) -Υ(3S)                        Υ(1S) -Υ

Figure 3: The mean number of charged particles with 0.5 < ?T < 10 GeV and |[ | < 2.5 in events withP(=S) mesons
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with (solid) and without (dashed) P(=S) ! P(mS) contributions are shown by solid and dashed lines respectively.
Statistical uncertainties are shown with error bars, boxes are systematic uncertainties.

di�erences in h=chi. Unlike the data, the P����� 8 prediction shows very similar particle multiplicity for
all three P states. This conclusion is unchanged by changing the color reconnection scheme in the P�����
8 simulation.

At the lowest measured ?T, the di�erence in h=chi for P(1S) �P(2S) is 3.6 ± 0.4 and for P(1S) �P(3S)
it is 4.9 ± 1.1, where the uncertainties correspond to systematic and statistical uncertainties added in
quadrature. The ?

``
T dependences of the di�erences between the excited and ground states are similar

for both excited states. However, large uncertainties in the P(3S) measurement at the lowest ?``
T do not

allow to draw definite conclusions whether the shapes are exactly the same. The di�erences in h=chi gets
smaller with increasing ?

``
T but remain above zero even for the highest measured momentum. The P�����

8 predictions of the di�erence in the mean number of charged particles in excited P states and P(1S) are
also slightly positive for higher ?``

T , due to the di�erences in mass of the P(=S) states as well as from
feed-down decays.
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Observables sensitive to CR in ttbar events ( arXiv:2209.07874 ):

ATLAS measurement of CR sensitive observables in top quark events gives detailed 
handle on CR and MPI

• ϒ(1S):  ⟨nch⟩ = 29.5 ±0.7
• ϒ(2S): 12% less 
• ϒ(3S): 17% less  

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2022-023/
https://arxiv.org/abs/2209.07874


extras
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ATLASmeasurementof topquarks andCR

19

A summary of the fractional uncertainty from each of the previously mentioned categories is shown for the
three observables in Figure 8. The pile-up tracks background and the modelling uncertainties generally
have the largest impact on the measurement.
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Figure 8: Fractional uncertainties in the measured normalised di�erential cross-section as a function of (a) =ch, (b)Õ
=ch

?T, (c)
Õ

=ch
?T in bins of =ch for all systematic and statistical uncertainties. The G-axis in (c) is split into five

bins of =ch by the dashed vertical lines and
Õ

=ch
?T is presented in each bin. The grey bands represent the sum in

quadrature of the presented components. Events beyond the G-axis range are included in the last bin in (a) and (b),
and in the corresponding last bin of each slice in (c).
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Track-basedBG

20

rates of pile-up tracks and secondary-particle tracks are accounted for by the scale factors 2PU and 2sec.
Templates of the I0 and 30/f30 distributions are created from simulated CC̄ events for hard-scatter primary
tracks, pile-up tracks and secondary-particle tracks. The distributions for pile-up tracks are corrected
for di�erences between collision data and simulation using high-purity pile-up tracks originating from
pile-up vertices. Two separate binned maximum-likelihood fits are performed to estimate 2PU and 2sec.
Studies have shown that these two contribution can be determined independently in the following way: to
obtain 2PU, hard-scatter primary-track and secondary-particle-track templates of the I0 distribution are
used, while to obtain 2sec, hard-scatter primary-track and pile-up-track templates of the 30/f30 distribution
are used. The scale factors of each contribution in the two fits are kept free-floating. Studies have shown
that 2PU depends on ` and the track multiplicity. Therefore, 2PU is determined for di�erent intervals of
` and =trk,out. Examples of fitted I0 and 30/f30 distributions are shown in Figure 3 and a summary of
the estimated 2PU(`, =trk,out) is shown in Table 3. The obtained scale factors range from 0.9 to 1.4, where
higher values are obtained for higher ` and =trk,out values. A value of 2.34 ± 0.02 is estimated for 2sec. The
estimation of systematic uncertainties of 2PU is described in Section 8.2.
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Figure 3: Illustration of the estimation of the pile-up (secondary-particle) track background by fitting the I0 (30/f30 )
distribution. As representative examples, the I0 distribution is shown in the region with 20  ` < 40 and
60  =trk,out < 80 in (a) and the fitted 30/f30 distribution is shown in (b). The stacked histograms are normalised to
the fit result. The lower panel shows the ratio of data to the prediction in each bin. The hatched (grey) uncertainty
band represents the statistical uncertainty due to the limited size of the simulated samples.

Table 3: Summary of the estimated pile-up scale factors 2PU, parameterised in ` and =trk,out. All values have a
statistical precision of 0.01.

Region =trk,out < 20 20  =trk,out < 40 40  =trk,out < 60 60  =trk,out < 80 80  =trk,out  100

` < 20 0.91 1.04 0.97 1.05 1.08

20  ` < 40 0.91 1.08 1.08 1.07 1.11

` � 40 0.95 1.15 1.23 1.27 1.36
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Figure 12: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR and UE parameter variations in P����� 8. Events beyond
the G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
The black triangular markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown
H-axis range.
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Figure 10: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent MC event generators. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The black triangular
markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown H-axis range.
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Figure 12: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR and UE parameter variations in P����� 8. Events beyond
the G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
The black triangular markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown
H-axis range.
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Figure 12: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent CR and UE parameter variations in P����� 8. Events beyond
the G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
The black triangular markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown
H-axis range.
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9.2 Comparison with di�erent CR models in P����� 8

In Figure 11, the normalised di�erential cross-sections are compared with predictions from di�erent
CR models implemented in P����� 8. Table 6 shows j

2
/NDF values resulting from the comparisons

between the measured di�erential cross-sections and the predictions. The CR0 model is based on the
same MPI-based CR model as the nominal P�����+P����� 8.230 sample. One can see that the unfolded
data is in better agreement with the sample using the dedicated CR0 set of tuned parameters than with
the nominal sample without a dedicated CR tune, but that the global j2 is somewhat larger. For the CR1
model,

Õ
=ch

?T is described best, while =ch is worst among the three CR models. In contrast, the
Õ

=ch
?T

distribution, obtained with the CR2 model, is in worst agreement with data, while the other distributions
have j

2
/NDF values comparable to those obtained from P�����+P����� 8.230 with the A14 set of tuned

parameters. It can also be seen that neither these CR models nor the A14 tune can describe the lower part
of the

Õ
=ch

?T distribution.

9.3 P����� 8 CR and UE parameters

In this section, the normalised di�erential cross-sections are compared with the predictions obtained from
P����� 8 with variations of specific parameters connected with the CR and UE modelling. These variations
are applied to the nominal P����� 8 set-up using CR0 and the A14 tune. The varied parameters are:

• CR range parameter 'rec is set to its maximal value of 'rec = 10, such that the reconnection
probability reaches saturation (maxCR). The default is 1.71.

• CR is switched o�, i.e. 'rec = 0 (noCR).

• MPI parameter ?ref
T0 , by default set to 2.09, is lowered to 2.0 and raised to 2.2.

• UE activity is varied by using the Var1 eigentune of the A14 tune [21]. This eigentune includes
variations of Us and variations of 'rec.

In Figure 12 the normalised di�erential cross-sections are compared with both the predictions with these
varied parameter values and the predictions of the nominal P����� 8 sample. The predictions without CR
are not compatible with the data, while predictions using a maximal probability for colour reconnection in
the default P����� 8 CR0 model are still compatible with the measurement. Another observation is that the
overall

Õ
=ch

?T value is not sensitive to the CR strength, but it is sensitive within the =ch ranges. Finally, a
clear sensitivity to the variation of ?ref

T0 is observed and the presented measurement would suggest a value
of ?ref

T0 lower than the one used in the A14 tune. Thus, it can be concluded that for further tuning of CR
models both the parameters of the CR model itself and the parameters of the UE should be included.
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Figure 14: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent top-quark-specific CR models in P����� 8. Events beyond the
G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The
black triangular markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown
H-axis range.
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?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
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?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent top-quark-specific CR models in P����� 8. Events beyond the
G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The
black triangular markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown
H-axis range.
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Figure 14: Normalised di�erential cross-section as a function of (a) =ch, (b)
Õ

=ch
?T, and (c)

Õ
=ch

?T in bins of
=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and

Õ
=ch

?T is presented in each bin.
Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent top-quark-specific CR models in P����� 8. Events beyond the
G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The
black triangular markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown
H-axis range.
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Figure 10: Normalised di�erential cross-section as a function of (a) =ch, (b)
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?T in bins of
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Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each bin. The
results are compared with the predictions of di�erent MC event generators. Events beyond the G-axis range are
included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The black triangular
markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown H-axis range.
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Additionally, a class of CR models that is designed to a�ect the top-quark decay products separately is
considered. These models are described in detail in Ref. [11]. Two di�erent sets of gluons are considered:
gluons radiated from the top-quark decay products ({6C }) and gluons from the rest of the event ({6A }).
Performing colour exchanges in di�erent ways leads to five models:

1. Forced random (TCR1)
A gluon from {6C } is forced to exchange colours with a random gluon from the other set, {6A }.

2. Forced nearest (TCR2)
A gluon from {6C } is forced to exchange colours with the gluon from {6A } that minimises <2

(6C , 6A ).

3. Forced farthest (TCR3)
A gluon from {6C } is forced to exchange colours with the gluon from {6A } that maximises <2

(6C , 6A ).

4. Forced smallest �, (TCR4)
A gluon from {6C } is forced to exchange colours with the gluon from {6A } for which the change in _

(available rapidity range of particle production) is smallest.

5. Smallest �, (TCR5)
This is the same as the previous model, except that gluons exchange colours only if �_ < 0.

For all of these models a phenomenological strength parameter B is used, where each gluon from the set
{6C } is tested for reconnection with a probability B.

2.2 Colour reconnection models in H����� 7

H����� 7 uses the cluster model [24] to model the hadronisation of quarks into hadrons. After the
parton-shower calculation, gluons are split into quark–antiquark pairs, and a cluster is formed from
each colour-connected pair of quarks. Before hadrons are produced from clusters, CR can modify the
configuration of the clusters.

Three general CR models are currently implemented in H����� 7:

• Plain CR
In the plain CR model [25], quarks from two clusters can be rearranged into two alternative clusters.
A cluster is randomly chosen from the list of clusters and compared with all other clusters on the list.
The rearrangement is performed for the combination of clusters with the lowest sum of the masses.
The reconnection is accepted with a probability ?R, which is the only parameter of this model. This
model typically leads to clusters with smaller invariant mass and thus the overall activity in the UE
is reduced. This model is used in all ATLAS samples generated by H����� 7, with di�erent versions
using di�erent sets of tuned parameters (‘tunes’) for the UE and the CR. The H7-UE-MMHT tune is
used in H����� 7.0.4, the H7.1-Default tune is used in H����� 7.1.3, and the H7.2-Default tune is
used in H����� 7.2.1. Also, in the latest version the MPI model was improved [26].

• Statistical CR
The statistical CR model uses the Simulated Annealing algorithm [27] to find the configuration
of clusters that results in the absolute lowest value of the colour length, defined as the sum of the
squared invariant masses of all clusters in the event. In this model the only possible reconnections
which are not allowed are those connecting quarks and antiquarks produced in the non-perturbative
splitting of gluons, which would lead to the production of a colour-singlet object [28].

6

• CR models designed to affect top-quark decay products 
also considered (further details in: JHEP11 (2014) 043 )

https://link.springer.com/article/10.1007/JHEP11(2014)043
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Fig. 6. ϒ(1S) RpPb values at √sNN = 8.16 TeV compared with the corresponding 
LHCb results [23], as a function of ycms. The RpPb values are also compared to 
model calculations based on several implementations of nuclear shadowing (EPS09 
NLO [8,14,48], EPPS16 and nCTEQ15 [9–11,49–51]) and on parton coherent energy 
loss predictions, with or without the inclusion of the EPS09 shadowing contri-
bution [13,14]. A theoretical model including a shadowing contribution based on 
nCTEQ15 nPDFs on top of a suppression induced by comover interactions [15,52]
is also shown. For the LHCb results, the vertical error bars represent the quadratic 
sum of the statistical and systematic uncertainties.

sets are implemented following the Bayesian reweighting proce-
dure described in [11,49–51]. The uncertainty bands, in this case, 
represent the convolution of the uncertainties on the nPDFs sets 
and those on the factorisation scales. It can be observed that the 
shadowing calculations describe fairly well the pT and ycms depen-
dence of the ϒ(1S) nuclear modification factor in 2.03 < ycms <

3.05, while they overestimate the results obtained in −4.46 <
ycms < −2.96. Furthermore, while the pT dependence of the AL-
ICE measurements indicate slightly stronger cold nuclear matter 
effects at low pT, the shadowing calculations suggest a flatter be-
haviour. Finally, the ycms dependence of the RpPb is also compared 
with a model which includes the effects of parton coherent en-
ergy loss with or without the contribution of the EPS09 nuclear 
shadowing [13,14]. The model predicts a mild dependence of the 
energy loss mechanism on rapidity. When the nuclear shadowing 
contribution is included, the model describes the forward-rapidity 
results, while it slightly overestimates the backward-rapidity RpPb. 
The ϒ(1S) RpPb is also compared with a theoretical model which 
includes a shadowing contribution, based on the nCTEQ15 set of 
nPDFs, on top of a suppression of the ϒ(1S) production due to 
interactions with comoving particles [15,52]. The uncertainties as-
sociated to this theoretical calculation include a small contribution 
from the uncertainty on the comovers cross section and are domi-
nated by the uncertainties on the shadowing. Also in this case the 
calculation slightly overestimates the ALICE measurements at back-
ward ycms, while at forward ycms the data agree with the model. 
It can be noted that the interpretation of the ϒ(1S) behaviour in 
p–Pb collisions would also benefit from a precise knowledge, so far 
still affected by large uncertainties, of the feed-down contribution 
of the excited states into the ϒ(1S).

The ϒ(1S) nuclear modification factor is evaluated as a function 
of the collision centrality. The Q pPb results, shown in Fig. 8, are 
presented as a function of the average number of collisions, 〈Ncoll〉
and it can be observed that both at forward and backward rapidity 
the ϒ(1S) centrality dependence is rather flat.

Finally, the nuclear modification factor is also evaluated for the 
ϒ(2S) and ϒ(3S) resonances, in the forward and backward-ycms

intervals, as shown in Fig. 9. The corresponding ϒ(2S) RpPb values 
are:

Rϒ(2S)
pPb (2.03 < ycms < 3.53)

= 0.59 ± 0.12 (stat.) ± 0.05 (uncor. syst.) ± 0.02 (cor. syst.)

Rϒ(2S)
pPb (−4.46 < ycms < −2.96)

= 0.69 ± 0.12 (stat.) ± 0.05 (uncor. syst.) ± 0.02 (cor. syst.)

the ϒ(2S) suppression being compatible with unity within 3.1σ at 
forward ycms and 2.3σ at backward ycms. The ϒ(3S) RpPb values 
are:

Rϒ(3S)
pPb (2.03 < ycms < 3.53)

= 0.32 ± 0.24 (stat.) ± 0.06 (uncor. syst.) ± 0.01 (cor. syst.)

Rϒ(3S)
pPb (−4.46 < ycms < −2.96)

= 0.71 ± 0.23 (stat.) ± 0.09 (uncor. syst.) ± 0.02 (cor. syst.)

The ϒ(3S) suppression is compatible with unity within 2.7σ at for-
ward ycms and 1.2σ at backward ycms. The difference in the RpPb
of the ϒ(2S) and ϒ(1S) amounts to 0.5σ in both rapidity inter-
vals, suggesting, in p–Pb collisions, a similar modification of the 
production yields of the two ϒ states, with respect to pp colli-
sions. Unfortunately, the large uncertainties on the ϒ(3S) prevent 
robust conclusions on the behaviour of the most loosely bound 
bottomonium state. The model which includes both the nuclear 
shadowing contribution (nCTEQ15) and interactions with comoving 
particles [15,52] suggests a small difference between the nuclear 
modification factors of the three ϒ states. This difference is slightly 
more important in the backward-rapidity range, while it becomes 
negligible at forward ycms. By evaluating the ratio of the ϒ(nS)
to ϒ(1S) nuclear modification factors, the shadowing contribution 
and most of the theory uncertainties, as well as some of the un-
certainties on the data, cancel out. The shape of the theoretical 
calculation is, hence, mainly driven by the interactions with the 
comoving particles, which affect mostly the excited ϒ states in the 
backward rapidity region. As shown in the lower panel of Fig. 9, 
the ALICE measurements and the model are in fair agreement, even 
if the uncertainties on the data do not yet allow a firm conclusion 
on the role of comovers to be drawn.

5. Conclusions

The ALICE measurements of the rapidity, transverse momentum 
and centrality dependence of the inclusive ϒ(1S) nuclear modi-
fication factor in p–Pb collisions at √sNN = 8.16 TeV have been 
presented. The results show a suppression of the ϒ(1S) yields, 
with respect to the ones measured in pp collisions at the same 
centre-of-mass energy. The RpPb values are similar at forward and 
backward rapidity with a slightly stronger suppression at low pT, 
while in both rapidity intervals there is no evidence for a central-
ity dependence of the ϒ(1S) Q pPb. The results obtained at √sNN =
8.16 TeV are similar within uncertainties to those measured by 
ALICE in p–Pb collisions at the lower energy of √sNN = 5.02 TeV 
and show a good agreement with the LHCb measurements at the 
same centre-of-mass energy. Models based on nuclear shadowing, 
coherent parton energy loss or interactions with comoving parti-
cles fairly describe the data at forward rapidity, while they tend to 
overestimate the RpPb at backward ycms. The ϒ(2S) RpPb has also 
been measured, showing a strong suppression, similar to the one 
measured for the ϒ(1S) in the two investigated rapidity intervals. 
Finally, a first measurement of the ϒ(3S) has also been performed, 
even if the large uncertainties prevent a detailed comparison of its 
behaviour in p–Pb collisions with respect to the other bottomo-
nium states. These new bottomonium measurements represent an 
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Figure 3: The nuclear modification factor 'AA of P(1S), P(2S), and P(2S+3S) as functions of centrality (top), ?``

T
(bottom left), and |H`` | (bottom right) at 5.02 TeV. Error bars indicate the statistical uncertainties and boxes represent
the systematic uncertainties. The gray boxes around 'AA = 1 correspond to the global systematic uncertainty. The
right panel of the top plot shows the 'AA results integrated over centrality.

acceptance and e�ciency corrections partially cancel out, and the overall systematic uncertainty is reduced.
Although defined in terms of the individual nuclear suppression factors, the double ratio can be understood
as being defined as the ratio of the yields of excited states P(2S), P(3S) or of combined yield of the two
excited states (P(2( + 3()) to the yield of the ground state P(1S) in Pb+Pb collisions, divided by the same
ratio in ?? collisions.

d
P (nS)/P (1S)
AA = 'AA(P(nS))/'AA(P(1S)).

Figure 4 shows the d
P (nS)/P (1S)
AA for P(2S) and P(2S+3S) as functions of #part (top), ?``

T (bottom left),
and |H`` | (bottom right). The centrality-integrated results are also shown in the right panel of the top plot.
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• RAA: nuclear modification factor compares AA to pp • pA could give sense of influence of cold nuclear effects
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Figure 6: °(1S) RpPb values at psNN = 8.16 TeV compared with the corresponding LHCb results [23], as a
function of ycms. The RpPb values are also compared to model calculations based on several implementations
of nuclear shadowing (EPS09 NLO [8, 14, 48], EPPS16 and nCTEQ15 [9–11, 49–51]) and on parton coherent
energy loss predictions, with or without the inclusion of the EPS09 shadowing contribution [13, 14]. A theoretical
model including a shadowing contribution based on nCTEQ15 nPDFs on top of a suppression induced by comover
interactions [15, 52] is also shown. For the LHCb results, the vertical error bars represent the quadratic sum of the
statistical and systematic uncertainties.
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Figure 7: °(1S) RpPb as a function of pT for Pb–p (left panel) and p–Pb collisions (right panel). The RpPb values
are compared with theoretical calculations based on EPS09 NLO [14, 48], nCTEQ15 and EPPS16 [9–11, 49–51]
shadowing implementations. Details on the theory uncertainty bands are discussed in the text.

sets of nuclear parton distribution functions. The EPS09 next-to-leading order (NLO) parametrisation is
combined with a NLO Colour Evaporation Model (CEM) [48], which describes the ° production. The
corresponding uncertainty bands, shown in Fig. 6 and Fig. 7, are dominated by the uncertainties of the
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with (solid) and without (dashed) P(=S) ! P(mS) contributions are shown by solid and dashed lines respectively.
Statistical uncertainties are shown with error bars, boxes are systematic uncertainties.

di�erences in h=chi. Unlike the data, the P����� 8 prediction shows very similar particle multiplicity for
all three P states. This conclusion is unchanged by changing the color reconnection scheme in the P�����
8 simulation.

At the lowest measured ?T, the di�erence in h=chi for P(1S) �P(2S) is 3.6 ± 0.4 and for P(1S) �P(3S)
it is 4.9 ± 1.1, where the uncertainties correspond to systematic and statistical uncertainties added in
quadrature. The ?

``
T dependences of the di�erences between the excited and ground states are similar

for both excited states. However, large uncertainties in the P(3S) measurement at the lowest ?``
T do not

allow to draw definite conclusions whether the shapes are exactly the same. The di�erences in h=chi gets
smaller with increasing ?

``
T but remain above zero even for the highest measured momentum. The P�����

8 predictions of the di�erence in the mean number of charged particles in excited P states and P(1S) are
also slightly positive for higher ?``

T , due to the di�erences in mass of the P(=S) states as well as from
feed-down decays.
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• could the observations correspond 
to an enhancement of nch for the 
ϒ(1S) ground state, rather than a 
suppression for the excited states?

• inclusive pp :

• Drell-Yan

• Jets with leading particles 
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A naïve question

Is the !"# for Υ 1& larger than it should be or
is it smaller than it should be for higher Υ !& ?

Inclusive pp collisions: !"# ≈ 14
Drell-Yan with 40 GeV < / ≤ /1 !"# = 24 − 28
Jets with leading particles / < 6

7/8 !"# ≈ 27
PLB 758 (2016) 67
EPJC 79 (2019) 666
JHEP 07 (2018) 032
JHEP 03 (2017) 157

Looks like Υ 1& is consistent with these numbers, and Υ !&
are lower i.e. there is a deficit of higher Υ !&

If Υ 1& has no !"# excess, then Υ !& are suppressed and 
one shall be able to measure it!
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• ϒ(1S) appears consistent with these 
numbers, while ϒ(2S), ϒ(3S) lower, 
i.e. suppression of excited states
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QCDcross section calculations
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• calculations show discrepancies with data, largest for higher ϒ(nS) and lower pT

nonperturbative effects in the sense that only the first two
powers in the 1=p2

T expansion of cross sections are proven
to be factorizable [30], we need to introduce a relatively
large pT cutoff for the data (for the similar case in the
production of ψ ð0Þ, see Refs. [17,18,31]). In our fit, we only
use data in the region pT > 15 GeV because the χ2=d:o:f:
will increase quickly when the pT cutoff becomes smaller
than 15 GeV. For example, by choosing the pT cutoff to
be 7,9,11,13,15, and 17 GeV, the corresponding χ2=d:o:f:
in fitting ϒð3SÞ data are 4.2,4.0,2.5,1.9,1.3, and 1.0,
respectively.

When pT > 15 GeV, we find the CO P-wave 3P½8$
J

contribution can be decomposed into a linear combination
of 1S½8$0 and 3S½8$1 (just similar to the J=ψ case [17,18]),

dσ̂ð3P½8$
J Þ ¼ r0dσ̂ð1S

½8$
0 Þ þ r1dσ̂ð3S

½8$
1 Þ; ð6Þ

where r0 ¼ 3.8, r1 ¼ −0.52, which may slightly change
with rapidity ranges. So with three CO LDMEs we can
extract two linear combinations, which are denoted by

MϒðnSÞ
0;r0

¼ hOϒðnSÞð1S½8$0 Þiþ r0
m2

b
hOϒðnSÞð3P½8$

0 Þi;

MϒðnSÞ
1;r1

¼ hOϒðnSÞð3S½8$1 Þiþ r1
m2

b
hOϒðnSÞð3P½8$

0 Þi; ð7Þ

which account for 1=p6
T and 1=p4

T behaviors, respectively.
Based on the above method, we fit two linear

combinations MϒðnSÞ
0;r0

and MϒðnSÞ
1;r1

for ϒð1S; 2S; 3SÞ with
χ2=d:o:f ¼ 0.99, 2.07, 1.25, together with CS LDMEs that
are estimated by using the B-T potential model [24] (see
Table III). As for rnP, the results are listed in Table IV, with
those obtained in Ref. [14] for comparison. In Table III, we
find that the central value ofMϒðnSÞ

0;r0
decreases more quickly

than that of MϒðnSÞ
1;r1

as n increases, while the values of

FIG. 1. Differential pT cross sections for the experimental windows of ATLAS, CMS and CDF. From left to right: ϒð1SÞ, ϒð2SÞ,
ϒð3SÞ. The contributions from direct production are denoted by dashed lines, while those from feeddown by dashed-dotted lines. The
χb1ðnPÞ − ϒðnSÞ and χb2ðnPÞ − ϒðnSÞ feeddown contributions are denoted by the solid and dotted lines, respectively. The
experimental data are taken from Refs. [28,29,32].

TABLE III. The LDMEs for ϒð1S; 2S; 3SÞ production. The
combined LDMEs are obtained by the fit, while the CS ones are
estimated by using the B − T potential model in Ref. [24].

hOð3S½1$1 Þi GeV3 M0;r0 10−2 GeV3 M1;r1 10−2 GeV3

ϒð1SÞ 9.28 13.70' 1.11 1.17' 0.02
ϒð2SÞ 4.63 6.07' 1.08 1.08' 0.20
ϒð3SÞ 3.54 2.83' 0.07 0.83' 0.02

TABLE IV. The values of rnP for n ¼ 1, 2, 3 in this work and in
Ref. [14].

rnP n ¼ 1 n ¼ 2 n ¼ 3

This work 0.42' 0.05 0.62' 0.08 0.83' 0.22
Ref. [14] 0.85' 0.11 1.58' 0.38

ϒðnSÞ AND χbðnPÞ PRODUCTION AT … PHYSICAL REVIEW D 94, 014028 (2016)

014028-3



Co-mover InteractionModel (CIM)
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• CIM: quarkonia are broken by 
collisions with co-movers, i.e. 
final state particles with similar 
rapidities

• CIM typically used to explain 
p+A and A+A systems –
matches CMS ϒ data

Eur. Phys. J. C (2021) 81 :669 Page 3 of 11 669

Table 1 Fixed values used in our parametrisation of the comover
cross sections and the corresponding results. The procedure to com-
pute 〈vσ 〉Q and its uncertainties are described in the text. The “binding
energy” is computed with respect to D0 D̄0–D+D− for the charmo-
nium, and with respect to D̄0D∗0 [30] for a tetraquark X (3872) (the
OZI-favored mode "+

c "−
c [31–33] being kinematically forbidden at

the typical comover’s energy). The average for this binding energy is
44 ± 116 keV [2–4], and in our calculations, we use the 1σ error. The
radius of the tetraquark is taken from [11,30]. The error on 〈vσ 〉Q
depends on the uncertainty of Teff, and on whether considering pionic
or gluonic comovers

BQ rQ σ
geo
Q 〈vσ 〉Q

ψ(2S) 50 MeV 0.45 fm 6.36 mb 4.89 ± 0.76 mb

X (3872) tetraquark 116 keV 0.65 fm 13.3 mb 11.55 ± 1.82 mb

X (3872) molecule 116 keV 6.6 fm 1368 mb 1188 ± 187 mb

Fig. 1 Relative yields of excited-to-ground state ϒ as a function of
multiplicity for pp collisions at 2.76 TeV in the central region, as mea-
sured by CMS [37]. The bands follow the uncertainties of the six
cross sections that contribute via the feed down, and the one of Teff.
Our results are normalised to the experimental values corresponding to
Nch = 15 ± 2

we quote the average of these two possibilities. A fit on the
relative yields of excited-to-ground state ϒ data at LHC in
pPb collisions gave Teff = 250 ± 50 MeV and n = 1 [20].
We adopt the same values here.2

We recall two features of the comover approach. First,
larger particles are more affected by dissociation, due to
larger interaction cross sections. As a consequence, excited
states are more suppressed than the ground states. Second,
the suppression increases with comover densities, which is
proportional to particle multiplicities: it increases with cen-
trality in nucleus-nucleus collisions, and it is stronger in the
nucleus direction for proton-nucleus collisions.

To confirm the applicability of the CIM also to compact
states in proton–proton collisions, we use it to describe the
yields of ϒ mesons. These have been measured by CMS
at 2.76 TeV, as a function of the number of charged tracks
with pT > 400 MeV, reconstructed in the tracker at and

2 The values of n and Teff are actually correlated [20]. A difference
choice for the former implies a different value of the latter, effectively
compensating for the change.

|η| < 2.4 [37]. In Fig. 1 we show the data together with
our results obtained using the breakup cross sections of [20],
confirming the validity of the model. The global normalisa-
tion corresponds to the experimental value at Nch = 15 ± 2,
that we identify with the mean multiplicity.3

We extend our calculation to charmonia by applying
Eq. (3) for the cross sections, using the same Teff and n.
Although the non-perturbative value of n could in princi-
ple be different from the bottomonium one, we get cross
section values—5 mb for ψ(2S)—in the ballpark of those
obtained by directly fitting the charmonium data [40]—6 mb
for ψ(2S)—, confirming that a unified description is possi-
ble.

2 The X(3872) in the CIM model

The relative production rates of prompt X (3872) over ψ(2S)
have been measured by LHCb in pp collisions at 8 TeV, in the
forward pseudorapidity region, 2 < η < 5 [17,18], as a func-
tion of the number of charged particle tracks reconstructed
in the VELO detector. This ratio is found to decrease with
increasing multiplicity.

As mentioned above, the suppression of the state is driven
by its interaction cross section with the comovers, as reported
in Table 1. Following the model described in the previous
section, we compute the N

(
X (3872)

)
/N

(
ψ(2S)

)
ratio as

a function of Nch—see Fig. 2. For a compact tetraquark of
typical hadronic size, the same physics described for quarko-
nia must apply, with the breakup cross section being dic-
tated by the geometric one. Indeed, assuming a diameter of
1.3 fm [11,30], the CIM gives results which describe well
the LHCb data. In particular, it predicts a 20% decrease in
the ratio when going from the first to the second multiplicity
bin, similar to the ϒ states (Fig. 1).

One could apply the same geometrical estimate for the
breakup of a molecular X (3872). Clearly, being the size
much larger, the corresponding suppression is way too strong

3 By fitting the overall normalization, we automatically account for the
pT cuts of the data, which should not affect the shape dramatically [47].

123

• CIM can be tested on new pp measurements to test if it can reproduce ϒ(nS)–ϒ(1S) 

• cross sections

• multiplicity nch

• kinematic distributions pT,  𝝙𝛗, 𝝙η



Quarkonia rations expected frommT-scaling
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• mT-scaling allows one to define 
an expectation for the excited 
states relative to the ground states

• works well for light mesons at the 
LHC

• application to ϒ meson cross 
sections shows missing excited 
states at low pT

• ϒ(2S) : missing factor of 1.6
• ϒ(3S) : factor of 2.4
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FIG. 3. Upper panel: Measured (qq̄)?/qq̄ ratios are shown with markers.  (2S) data is scaled, and ⌥ (2S) data is shifted for
plot clarity. Lines are expectations from the mT-scaling prediction, normalized to the data in the region of pT > 50 GeV. The
dashed (dotted) lines correspond

p
s = 8 (13) TeV, and finer lines indicate the normalization uncertainty. Lower panel: The

di↵erence of the expected value based on mT-scaling to the measurement divided by the measurement.

mechanism that suppresses the rates of (bb̄)? may also a↵ect production rates of other (qq̄)? states, for example,  (2S)
shown in Figure 3, however, in this particular case the e↵ect is visibly weaker. Any conclusion about modification
of the production rate of the ⌥ (1S)-meson itself, lies outside of the framework of this analysis, because it breaks the
mT-scaling assumption. Existing theoretical cross-section calculations [57, 60–63] show that the calculations generally
better agree with the data for ⌥ (1S), compared to higher ⌥ (nS), but these calculations are not available in the low-pT
region, where the discrepancy is the largest. Recently the comover interaction model successfully reproduced [64]
event multiplicity dependence of the ⌥ (nS) ratios measured by CMS. Theoretical interpretations of the e↵ect that
would simultaneously reproduce the suppression of excited ⌥ (nS) states and reduction of tracks in the collisions are

Can Transverse Mass Scaling Shed Light on the Event-Activity Dependence of ⌥
Mesons Production at LHC?
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Measurements by the CMS experiment [1, 2] reveal a deficit of charged particle tracks in events
with higher ⌥ (nS) states. This observation is suggested to be a manifestation of the excited bot-
tomonia suppression in pp interactions. Transverse mass (mT) scaling can be implied to check this
assumption in an independent way. The scaling has been observed for a wide range of particle species
in proton-proton collisions at various energies from the SPS to RHIC and the LHC. The observed
scaling is known to be di↵erent for baryons and mesons, and this work presents a comprehensive
study of the mT-scaling of mesons at LHC energies with a focus on heavier mesons. The study
demonstrates patterns in the scaling properties of mesons, which are related to the particle quark
content. In particular, light species and ground-state quarkonia obey the same scaling, whereas
open-flavor particles deviate from it because their spectra are significantly harder. The magnitude
of deviation depends on the flavor of the heaviest quark in the meson. By extending the mT-scaling
assumption to the excited bottomonia states, it is observed that the measured cross sections of ⌥(2S)
and ⌥(3S) are reduced by factors of 1.6 and 2.4 compared to the expectation from the scaling. This
observation is consistent with recently observed di↵erences between the event-activity dependence
of di↵erent ⌥(nS) meson states.

Keywords: transverse-mass scaling, quarkonia, heavy flavor

I. INTRODUCTION

Based on a statistical thermodynamical approach, it was suggested [3] that hadron production in proton-proton (pp)
collisions scales with the transverse mass of the produced particles. Transverse mass is defined as mT =

p
p2T +m2

0,
where pT is the momentum of the hadron in the plane orthogonal to the collision axis, and m0 is its rest mass. This
scaling was demonstrated experimentally in measurements at the ISR experiment [4, 5]. Although no longer thought
to represent a fundamental hadronic temperature as originally proposed, it has since been used by many experiments
and phenomenological studies to understand particle production in pp and nucleus-nucleus collisions from the SPS
to RHIC and the LHC [6–8]. The original expression of mT-scaling [3] used an exponential form, but it may also be
derived based on Tsallis statistics [9] in which a power law provides a better description of particle spectra at higher
collision energies (

p
s). Various extensions of the transverse-mass scaling incorporate di↵erent assumptions and are

capable of describing a broad variety of experimental data with impressive precision [10]. In this letter, an assumption
of mT scaling is used to provide a qualitative corollary to measurements of ⌥ mesons made by the CMS experiment
in pp collisions [1, 2]. CMS observed an intriguing correlation between the order of the ⌥ (nS)-meson state and the
multiplicity of charged hadrons measured in pp collisions and suggested that this may correspond to a suppression of
the excited ⌥ (nS) states. In this analysis, the mT-scaling assumption is used to define a baseline for excited ⌥ meson
production from which suppression could be estimated.

The di↵erential production cross-section can be approximated with the form

d2�

dydmT
/

⇣
1 +

mT

nT

⌘�n
(1)

which is derived from Tsallis statistics [10, 11]. In addition to mT, the cross-section in the left-hand side of Eq. (1) is
written as di↵erential also in rapidity, y = 1

2 ln [(E + pz)/(E � pz)], where E is the energy of a particle and pz is the
momentum component in the direction of colliding protons. In principle, y factorizes from Eq. (1), but in practice, a
weak dependence of the parameters in the right-hand side of Eq. (1) on y remains in the data [10]. Transverse mass
scaling assumes that the exponent n and parameter T are universal for all particles for a given

p
s. It has been shown

in many papers that mesons and baryons do not obey the same scaling (e.g., [8] and references therein). The analysis

⇤ alexander.milov@weizmann.ac.il
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is there rapiditydependence?
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• CMS : dependence flattened when forward-midrapidity gap introduced 
• (as noted in HP2018 summary: https://indico.cern.ch/event/634426/contributions/3003672/ )

• could be due to loss of resolution ... ?

5.1 Excited-to-ground state cross section ratios: U(nS)/U(1S) 7
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Figure 3: Single cross section ratios U(2S)/U(1S) and U(3S)/U(1S) for |yCM| < 1.93 versus trans-
verse energy measured in 4.0 < |h| < 5.2 (left) and number of charged tracks measured
in |h| < 2.4 (right), for pp collisions at

p
s = 2.76 TeV (open symbols) and pPb collisions atp

sNN = 5.02 TeV (closed symbols). In both figures, the error bars indicate the statistical uncer-
tainties, and the boxes represent the point-to-point systematic uncertainties. The global uncer-
tainties on the pp results are 7% and 8% for U(2S)/U(1S) and U(3S)/U(1S), respectively, while in
the pPb results they amount to 8% and 9%, respectively. The results are available in tabulated
form in Table 4, with binning information provided in Table 3.

pp to pPb to PbPb systems, as a function of event multiplicity.

The impact of additional underlying particles on the decreasing trend of the U(2S)/U(1S) and
U(3S)/U(1S) versus N

|h|<2.4
tracks in pp and pPb collisions is studied in more detail. The pp sample

contains on average two extra charged tracks in the U(1S) events when compared to the U(2S)
and U(3S) events, consistent with the pPb sample, though the average number of charged par-
ticles rises from 13 (pp) to 50 (pPb). The trend shown in the right panel of Fig. 3 is found to
weaken (or even reverse) if one artificially lowers the number of charged particles in the U(1S)
sample by two or three tracks for every event. In contrast, the number of extra charged particles
does not vary when lowering the pT threshold down to 200 MeV/c in the N

|h|<2.4
tracks computation,

or when removing particles located in a cone of radius DR =
p
(Df)2 + (Dh)2 = 0.3 or 0.5

around the U momentum direction. Extra charged particles are indeed expected in the U(1S)
sample because of feed-down from higher-mass states, such as U(2S) ! U(1S)p+p�, but decay
kinematics [24], with typically assumed feed-down fractions [4], do not lead to a significant rise
of the number of charged particles with pT > 400 MeV/c. While most feed-down contributions
should come from the decays of P-wave states, such as cb ! U(1S)g, the probability for a pho-
ton to convert in the detector material and produce at least one electron with pT > 400 MeV/c,
that is further reconstructed and selected, is very low (<0.2%). This makes the number of re-
constructed electrons not sufficient to produce the measured trend. Therefore, it is concluded
that feed-down contributions cannot solely account for the observed features in the measured
ratios. It is noted also that if the three U states are produced from the same initial partons,
the mass difference between the U(1S) and the U(2S) (>500 MeV), or the U(1S) and the U(3S)
(>800 MeV), could be found not only in the momentum of the U(1S), but also in extra particles
created together with the U(1S).

8 5 Event activity binned results
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Figure 4: Single cross section ratios U(2S)/U(1S) for |yCM| < 1.93 versus (left) transverse energy
measured at 4.0 < |h| < 5.2 and (right) charged-particle multiplicity measured in |h| < 2.4,
for pp collisions at

p
s = 2.76 TeV (open circles) and pPb collisions at psNN = 5.02 TeV (closed

circles). Both figures also include the U(2S)/U(1S) ratios for |yCM| < 2.4 measured in PbPb
collisions at psNN = 2.76 TeV (open stars). The error bars in the figures indicate the statistical
uncertainties, and the boxes represent the point-to-point systematic uncertainties. The global
uncertainties of the results are 7%, 8%, and 8% for the pp, pPb, and PbPb, respectively. The
results are available in tabulated form in Tables 4 and 6, with binning information provided in
Tables 3 and 6.

For comparison, similarly corrected PbPb ratios, U(2S)/U(1S), are computed from the double
ratios presented in Ref. [2] versus percentiles of transverse energy deposited in the HF in the
2.9 < |h| < 5.2 range, which define the centrality of the PbPb event. The point-to-point sys-
tematic uncertainties are obtained as described in Ref. [2] and are in the range 13–85% across
all bins, while the 8% global uncertainty is calculated as for the activity-integrated results de-
scribed above. The statistical uncertainty ranges from 24% to 139%. Because there is a relatively
strong correlation between the charged-particle multiplicity and the transverse energy in PbPb
collisions, the results reported here are not obtained by repeating the analysis as a function of
N

|h|<2.4
tracks , but by estimating, in the dimuon sample, the corresponding N

|h|<2.4
tracks value for each of

the HF energy-binned results [2]. The estimation is done using a low-multiplicity PbPb sample
reconstructed with the same reconstruction algorithm as the pp and pPb data, and the pub-
lished PbPb pT charged-track distribution [38] to account for the change in pT shape between
different PbPb event activity categories. Although the full HF acceptance is used for the cen-
trality selection in PbPb, the plotted transverse energy is scaled to the same pseudorapidity
coverage as the pp and pPb datasets (4.0 < |h| < 5.2) using the results in Ref. [39].

In Fig. 4, the U(2S)/U(1S) ratios from the three collision systems are plotted versus E
|h|>4
T in the

left panel, and versus N
|h|<2.4
tracks in the right panel. A logarithmic x-axis scale is chosen to allow

displaying the three systems together. The relatively wide most peripheral (50–100%) PbPb bin
has little overlap with the highest-multiplicity pPb bin, preventing a direct comparison of the
two systems at the same event activity. It should be noted that, within (large) uncertainties, the
PbPb centrality dependence is not pronounced [2] and that all pp and pPb ratios are far above
the PbPb activity-integrated ratio, shown in the right panel of Fig. 2.

JHEP04 (2014) 103

https://indico.cern.ch/event/634426/contributions/3003672/
https://link.springer.com/article/10.1007/JHEP04(2014)103


is there rapiditydependence?

29

• ALICE : forward ϒ(2S)/ ϒ(1S) vs tracks at midrapidity

• measurements do not clearly indicate rapidity dependence

4.1 The Y(nS) ratios vs. multiplicity 7

rapidity ranges in the three measurements, based on the measured rapidity dependence of the
U(nS) production cross sections [44].
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Figure 2: The ratios U(2S)/U(1S) and U(3S)/U(1S) with p
µµ
T > 7 GeV (left) and p

µµ
T > 0 GeV

(right) as a function of Ntrack. The lines are fits to the data with an exponential function. The
outer vertical bars represent the combined statistical and systematic uncertainties in the ratios,
while the horizontal bars give the uncertainty in

⌦
Ntrack

↵
in each bin. Inner tick marks show

only the statistical uncertainty, both in the ratio and in
⌦

Ntrack
↵
. The results of Ref. [7] are

shown in the right plot for comparison, and a small correction is applied to the present results
to account for the different rapidity ranges in the measurements, |yµµ | < 1.20 here and |yµµ | <
1.93 in Ref. [7].

A clear trend is visible in both plots with a decrease in the ratios from low- to high-multiplicity
bins. The trend is similar in the two kinematic regions, and reminiscent of the measurements
from Ref. [7], in particular of the pPb results. To quantify the decrease, a fit is performed using
an exponential function: e

(p0+p1x) + p2, with p0, p1, and p2 as free parameters in the fit. To
measure the decrease in the ratios from this analysis, the resulting best fit is evaluated at the
centre of the lowest and highest Ntrack bins. In the p

µµ
T > 7 GeV case, this results in a decrease

of (�22 ± 3)% for U(2S)/U(1S) and (�42 ± 4)% for U(3S)/U(1S), where the uncertainties
combine the statistical (evaluated at the 95% confidence level) and systematic (using the upper
and lower shifts in the ordinates of the data) uncertainties.

Previous measurements [44] have shown that the ratios U(2S)/U(1S) and U(3S)/U(1S) in-
crease with p

µµ
T . This effect is also visible in Fig. 2, where the values of each ratio are higher

in the left plot with a p
µµ
T minimum of 7 GeV than in the right plot with no minimum p

µµ
T

requirement. Figure 3 left (right) shows the mean p
µµ
T values for the three U(nS) states with

p
µµ
T > 7 (0)GeV, as a function of Ntrack. This is obtained by taking the pT spectra of the dimuon

candidates using the sPlot technique and rescaling them for the efficiency and acceptance cor-
rections as a function of p

µµ
T , as described in Section 3.4. From these corrected p

µµ
T distributions

the mean value and the corresponding uncertainty are calculated. We observe a hierarchical
structure, where the transverse momentum increases more rapidly with Ntrack as the mass of
the corresponding U(nS) increases. An increase with particle mass was also observed in pp
collisions at the LHC for pions, kaons, and protons [45].
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Figure 1: Left: Invariant mass distribution measured in the data in a 10  ?
``
T < 12 GeV interval of the di-muon pair,

fitted to the function used for extracting P(=S) yields. Indices 0 – 4 denote <`` intervals used in the analysis. Right:
Several =ch distributions measured in the mass intervals indicated in the left panel. Open markers are distributions
before subtracting the background are shown for 4 <

`` intervals out of 5. Full markers are distributions after
subtracting the background are shown for 3 mass intervals. Hatched markers indicate =ch distribution coming from
the PU that is measured in <

``
3 . PU distributions have the same shape in all intervals.

where index = corresponds to three P(=S) states. #P (=S) are the yields of the P(=S) states and #bkg

is the background normalization coe�cient. ⇠⌫ is the Crystal Ball p.d.f., ⌧ is a Gaussian p.d.f., the
coe�cient l is responsible for the relative contribution of these two p.d.f.’s, and the function �bkg which is
responsible for the background is the third degree polynomial whose constant coe�cient is set to unity.
It is centered at <0 = 10 GeV, which approximately corresponds to the center of the fitting region. The
⇠⌫ is a modification of the Gaussian function with the power-law tail at low masses that is intended to
accommodate the e�ects of final-state radiation:
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The factors which determine whether the ATLAS detector reconstructs the P meson are the fiducial
acceptance, muon reconstruction e�ciency, and di-muon trigger e�ciency. The muon reconstruction
e�ciencies and di-muon trigger e�ciencies are obtained using simulated events. The muon reconstruction
e�ciency is defined as the product of the probability of a muon reconstructed as an ID track to also be
reconstructed in the MS and the probability that a muon is reconstructed as an ID track [33]. The latter
cannot be measured directly and is replaced by the conditional probability that a muon reconstructed by
the MS is also reconstructed by the ID independently. To cover possible di�erences between data and
simulation, the e�ciency values calculated in simulation are corrected by scale factors which are the ratios
of measured and simulated e�ciencies obtained using the tag-and-probe method [30, 33].

The trigger ine�ciency for a di-muon pair factorizes as the product of the two single muon trigger
e�ciencies, a term which depends on the distance between two muons, and a term that accounts for the
loss due to online cuts applied to a pair, such as on the invariant mass, vertex fit quality, etc. [31]. The
e�ciencies are obtained from MC simulation and are corrected by the corresponding scale factors.

The fiducial acceptance for P ! `` decays is defined as the probability that the decay products fall within
the fiducial volume, characterized by ?

`
T and [

` thresholds, for a given transverse momentum and rapidity
of an P(=S) state. The fiducial acceptance correction is evaluated from a fast MC simulation of P(=S)
decays and applied as a weight to a dimuon pair with the corresponding reconstructed values of ?``

T and
H
`` in 0.1 GeV-wide slices of <``. Triggers are corrected to a fiducial acceptance corresponding to the

nominal values of the trigger thresholds.

Only primary charged particles, with ?T between 0.5 and 10 GeV, and |[ | < 2.5, are considered in the
analysis. These are defined as particles with average lifetime g > 0.3 ⇥ 10�10s and produced directly in the
interaction or those from decays of particles with a shorter lifetime. Charged particles are identified as
tracks reconstructed in the ID. Tracks are required to pass a set of quality requirements in the ID according
to the track reconstruction model [34], and to have ?T and [ in the same range defined as the charged
particle acceptance. Muon tracks coming from P decays are used only to reconstruct the P state and
not counted as charged particles. Correction weights applied to the tracks account for two factors, the
probability of the track to be lost and the probability of the track to be produced by a non-primary particle.
The weights are derived from simulated events, and their dependence on track ?T, [, and the di-muon
vertex position is taken into account. The vertex position is considered because PU conditions are sensitive
to it. Only tracks which fall within 0.5 mm from the averaged vertex position in the transverse direction
and within 0.75 mm from the position of the vertex associated with muons in longitudinal directions are
considered. The latter conditions significantly reduce the number of PU tracks selected for the analysis, but
do not eliminate them completely. Following the analysis detailed in Ref. [16], an additional event sample
is created which contains events identical to the PU component present in the data. These events are used
to correct PU contributions to the analysis.

An example of the invariant mass distribution of the muon pair is shown in the left panel of Figure 1. It
is fitted to a function that contains contributions for signal and background; the latter is predominantly
composed of di-jets and Drell-Yan.

fit (<) =
’
=S

#P (=S)�= (<) + #bkg�bkg(<) (1)

�= (<) = (1 � l=)⇠⌫= (<) + l=⌧= (<)

�bkg(<) =
3’
8=0

08 (< � <0)8; 00 = 1

5

two additional variables commonly denoted ? and U, are responsible for the degree of the power-law tail
and the point at which the function flips from the Gaussian to a power law. Term # and its components ⇠
and ⇡ are responsible for the normalization of the ⇠⌫ function.

Signal functions are first fit to the MC simulations of three P(=S) states and the parameters of the fits are
studied as a function of ?``

T . Fits with constraints determined from the MC simulations are then applied to
the data. Parameters that cannot be precisely extracted from the data, namely ?, U, and l, are fixed to the
values obtained from simulations. For other parameters, the ?

``
T dependencies found in the simulated

events are replaced with ?
``
T dependencies found in the data. Overall good agreement for fit parameters

is found between the data and MC simulation. Finally, in the fits that are further used in the analysis
only mass positions of the P(=S) peaks, their yields #P (=S) , and #bkg are left as free parameters. All
others are parametrized as smooth functions of ?``

T and are fixed in the fits to the invariant mass. Peak
positions are left free because they are fully consistent with weak dependencies observed in the MC without
being constrained. This procedure significantly reduced statistical uncertainties in the fits and correlations
between the fit parameters that are left free.

An example of the fit is shown in the left panel of Figure 1 which presents the breakdown of di�erent
contributions, determined from the fit to the data.

The charged particle multiplicity and kinematic distributions, generally denoted as %, are measured in
the data in 5 di-muon invariant mass intervals [8.2, 9.0], [9.1, 9.7], [9.8, 10.1], [10.2, 10.6], [11.0, 11.5]
given in units of GeV and denoted in the left panel of Figure 1 as <``

= , where = = 0 – 4. Distributions in
the lower and upper intervals %(<``

0 ) and %(<``
4 ) are dominated by background and the three middle

intervals have significant contributions coming from one of the P(=S) states. Several examples of %(<``
= )

measured for =ch are shown in the right panel of Figure 1 with open markers.

Fits shown in the left panel allow determining signal and background contributions in the intervals = = 0 –
4 to disentangle distributions associated with di�erent P(=S) states. Charged particle distributions coming
from collisions withP(=S) in the mass intervals <``

: with = = : are denoted as B= and contributions in the
intervals = < : as 5=: , they are calculated according to Eq. (3).

B= =

Ø
<``

=
#⌥(=S)�= (<) 3<Ø
<``

=
fit (<) 3<

5=: =

Ø
<``

=
#⌥(:S)�: (<) 3<Ø
<``

=
fit (<) 3<

(3)

To assess the background contribution underneath the P(=S) peaks, the side-band subtraction method [35]
is used. The contribution of the background in the =-th mass interval is taken as a weighted sum
:=%0 + (1 � :=)%4 of the background distributions in mass intervals <

``
0 and <

``
4 . Coe�cient := is

calculated according to Eq. 4.

:= =
h�bkg (<)i |<``

4
� h�bkg (<)i |<``

=

h�bkg (<)i |<``
4

� h�bkg (<)i |<``
0

(4)

Thus %(<``
= ) distributions measured in 5 mass intervals can be presented in the form of a matrix that links

them to the contributions coming from P(=S) collisions as well as from the background in the low- and
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Crystal Ball + 
Gaussian

Polynomial

high-mass background intervals. This is given by Eq. (5).

©≠≠≠≠≠
´

%(<``
0 )

%(<``
1 )

%(<``
2 )

%(<``
3 )

%(<``
4 )

™ÆÆÆÆÆ
¨
=

©≠≠≠≠≠
´

1 � 501 501 0 0 0
:1 (1 � B1) B1 0 0 (1 � :1) (1 � B1)
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%(P(2S))
%(P(3S))

%4

™ÆÆÆÆÆ
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There are matrix elements that are explicitly set to zero, reflecting the fact that the contribution of some
physics processes to certain mass intervals are minimal and neglected. This matrix can be inverted to
determine %(P(=S)) from %(<``

= ) measured in the data.

Examples of the background-dominated distributions for =ch in mass intervals <``
0 and <

``
4 that are shown

with triangles in the right panel of Figure 1 are seen to be close to each other, in spite of the fact that %(<``
0 )

has a small admixture 501 of the contribution %(P(1S)). This supports using the side-band subtraction
method to reliably determine the shape of the background =ch distributions at any <

``. Transformation by
the matrix given by Eq 5 can be seen as the transition between the curves with open and closed markers of
the same shape. These are shown for <``

1 and <
``
3 intervals as having the largest and the smallest signal

contributions, respectively. =ch distributions for the three P(=S) states are shown with full markers. These
distributions have visibly di�erent mean values. All =ch distributions have contributions coming from the
PU that is shown only forP(3S) with hatched markers because all PU contributions have the same shape.

The accuracy of the procedure is checked using pseudo-experiments. High-statistics MC samples are
produced for all signal =ch distributions and for the background. Shapes of the simulated distributions in
the pseudo-experiment are matched to be close to the data. Those distributions are then used to produce
distributions %(<``

= ) that are then used as an input to the procedure described above. This is done for all
?
``
T measured in the analysis. At most, 1% deviations are observed for the three P(=S) states from the

simulated signal distributions. The di�erence between reconstructed and actual values is included in the
systematic uncertainties.

Fits and the background removal procedure are performed in each ?
``
T interval and for each trigger. The

PU contribution varies with ?
``
T due to the changing mixture of triggers, but is otherwise constant in <

``.
Kinematic distributions for P(=S) and for the PU contribution measured with di�erent triggers in each
?
``
T interval are summed up and subtracted from each other. For measuring h=chi distributions, they are

first averaged and then subtracted.

There are three primary sources of systematic uncertainties that a�ect the charged particle multiplicity
and kinematic distributions measured in the analysis. The first includes factors related to the performance
of the ID tracking system - material uncertainties and the physics model used in simulation [36]. The
second source of systematic uncertainties, which is the dominant contribution in the total uncertainty
at low ?

``
T , includes factors coming from the uncertainties and assumptions made in the P(=S) signal

extraction. They are evaluated by varying the parameters of the fitting function, by changing the limits of
invariant mass intervals shown in the left panel of Figure 1, where the charged distributions are extracted,
and by performing the analysis in |H`` | < 1.05 where the detector momentum resolution for the muons is
higher. In addition, the signal extraction procedure is tested using MC-based pseudo-experiments, which
have distributions closely matched to the data. The last source of systematic uncertainties includes PU
subtraction, detector stability and misreconstructed track production. Since the PU conditions varied
significantly over the time of the data taking, these are considered together and assigned a common
uncertainty. This uncertainty is studied by examining collisions with di�erent PU conditions and evaluating
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• invert matrix to determine contributions 
coming from ϒ(nS) and from BG in the 
low (0) and high mass (4) BG intervals
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7 < ν < 7.5. The lower panels show the ratio of the Pmix in the z̄vtx
intervals to the Pmix distribution obtained without any restriction on
z̄vtx. Vertical bars are the statistical uncertainty

distributions obtained when restricting the z̄vtx to three dif-
ferent intervals of |z̄vtx| < 0.2, 0.2 < z̄vtx < 0.8, and
0.8 < z̄vtx < 3. Although no constraint is imposed on µ̄,
its value varies over a different range for each z̄vtx interval to
provide ν according to Eq. (10). Some distributions are not
shown because it is impossible to find low-ν conditions at
the centre of the zvtx distribution at any µ shown in Fig. 1.
The upper panels of the figure show the Pmix distributions
and the lower panels show the ratios of the Pmix distribu-
tions in each z̄vtx interval to the Pmix distribution measured

without any restriction on z̄vtx. The ratios in the lower panels
are consistent with unity within 5% in most cases, demon-
strating that for a given ν the shape of the Pmix distribution
does not depend on z̄vtx or µ̄. Residual deviations are due to
tracking efficiency variation along the beam axis, accuracy
of determining µ, and deviations from the parameterizations
used in Eq. (10).

The probability distributions for the ntrk found under dif-
ferent ν conditions are shown in Fig. 5. The left and right
panels display probabilities Pdir and Pmix for the Direct and
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A Previous Hard-Soft Study: Two-particle 
correlations in Z Boson Tagged pp Collisions
• Developed techniques for HI-style 

analysis in high-luminosity pp collisions
• We learned how to look at all tracks in the 

event even with high pile-up conditions
• Starting thinking about where else this could 

be used … Upsilon mesons!
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3.5 Random selection procedure329

Random selection procedure used to construct Mixed (sub)event is schematically explained in Fig. 17.330

All events in sample are divided into classes according to their dnint/dz. Events that do not belong to

events 

Direct event 

à to buffer 

à to buffer 

à reject 

vertex veto cut 

track acceptance cut 

Figure 17: Schematic explanation of the random selection procedure. See text for details

331

the same dnint/dz class as the direct event are shown in figure with grey color and are not considered.332

For each i-th event in the sample with the PV at zi
vtx another event (or events) with index j are selected333

that belong to the same dnint/dz class. The PV coordinate z j
vtx in those events is required to satisfy334

condition |z j
vtx � zi

vtx| > 15 mm. This condition is shown with red band. Tracks belong to Mixed event335

if |(z j
0 � zi

vtx)sin(✓)| < 0.75 mm, shown with the blue band. No other selection is applied on the tracks.336

For example, an information about what vertices those tracks belong in the event is ignored. The mixing337

procedure is done on the run-by-run basis, i.e. a mixed event j corresponding to a direct event i is338

constructed from events within the same run. Use of dnint/dz and reduced zvtx or absolute (nint, zvtx)339

makes no di↵erence, however they are important when di↵erent runs are combined. Table 2 summarizes340

conditions used to build Mixed events.

Condition Value
Run from the same run as Direct
nint the same integer value as in Direct (before reduction)
zvtx identical to Direct
|�zvtx| > 15 mm between zvtx in both events
|w|  0.75 mm from the zvtx of the PV in Direct

Table 2: Conditions applied to construct Mixed events
341

Distributions of ntrk in di↵erent event categories is shown in Fig. 18 together with the mean values of342

those distributions. Black markers show the total number of tracks in event. Red marker show number343

tracks in Direct event and blue markers are tracks in Mixed events. Magenta markers are distribution of344

ntrk in non-PV vertices, Pileup events.345
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28

correction for pileup

31

• subtraction of pileup using event mixing technique EPJC 80 (2020) 64

Credit: Y Aizenberg

Sasha Milov              Y(nS)-UE in pp        QWG2022, Darmstadt, Germany     Sep 26, 2022 31

The pileup story

Start with the triggered 
event, called Direct

events 

track acceptance 
selection

vertex 
rejection

In the same run search for 
events with at the same μ

Build Mixed event from tracks 
with vertex pointing |ω| <
0.75mm to the Direct event

If the other vertex is within 
15mm of the Direct, discard it

Do 20 times to get statistics

ω = z( − z)*+ sin θ

EPJC 80 (2020) 64

Analysis 
selection

Track production
(physics)

zvtx
distribution

Instantaneous 
luminosity

) = 2+, -./0123
.+.5̅

6̅789:,
;<=>> ̅?@1A 5̅

Select an event 
from main sample 
→ Direct event (with 

both signal and pileup)

Same run: search for 
events with same μ

Discard events where 
vertex within 15mm of 
Direct event

Mixed event sample built from 
tracks with vertex pointing                          
|ω|=| (z0-zvtx) sin𝚹 | < 0.75mm
to Direct event

Procedure repeated 20 times 
to suppress statistical 
fluctuations in Mixed sample

• BKG≡Mixed → average number of pileup tracks:

Eur. Phys. J. C (2020) 80 :64 Page 7 of 32 64
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Fig. 2 The number of tracks per mm as a function of ω, defined by
Eq. (2), for Direct (solid markers) and Mixed events (open markers).
The three panels show results in different intervals of the reduced vertex
z̄vtx position and different marker colours correspond to several inter-
vals of reduced µ̄. The solid lines are parabolic fits to Mixed events in

the region |ω| < 3 mm and the vertical dashed lines show the accep-
tance window |ω| < 0.75 mm. The vertical axis is restricted to low
values in order to show the Mixed events, so the peaks at ω = 0 are
truncated

]-1 [mmµ
0 0.1 0.2 0.3 0.4

]
-1

 [m
m

ω
/d

 m
ix

 
 tr

k 
nd

0

2

4

6

8

10 <0.0vtxz-0.2 < 
<-0.4vtxz-0.6 < 
<-0.8vtxz-1.0 < 
<-1.2vtxz-1.4 < 
<-1.6vtxz-1.8 < 
<-2.0vtxz-2.2 < 
<-2.4vtxz-2.6 < 

ATLAS
-1=13TeV, 36.1fbs,pp

vtxz
2− 1− 0 1 2

µd
ω

/d
 m

ix
 

 tr
k 

n2
 d

0

20

ATLAS
-1=13TeV, 36.1fbs,pp

Fig. 3 Left: The number of tracks in Mixed events per mm at ω = 0
as a function of µ̄. Different marker colours correspond to selected z̄vtx
intervals. Not all intervals are shown for figure clarity. Solid lines are

fits assuming scaling of track density with µ̄. Right: Slopes of the lines
shown in the left panel as a function of z̄vtx fitted to a Gaussian shape

ν ≡
〈
nbkg

trk

〉
= 2ω0

d2nmix
trk

dω dµ̄

∣∣∣∣
z̄vtx=0

Gauss(z̄vtx)µ̄, (10)

where ω0 = 0.75 mm is half of the width of the track
acceptance window, d2nmix

trk /(dωdµ̄)|z̄vtx=0 is the coefficient
defined by particle production in inclusive pp collisions
and by the detector rapidity coverage and efficiency, and
Gauss(z̄vtx) is a Gaussian function with mean equal to 0 and
a variance of 1.0.

5.4 Properties of mixed events

The parameters µ̄ and z̄vtx factorize in Eq. (10). There is
only a scaling coefficient between ν and the interaction den-

sity Gauss(z̄vtx)µ̄, such that the same ν can be reached at low
instantaneous luminosity and close to the centre of the z̄vtx
interval, or at high instantaneous luminosity and large z̄vtx.
Using the MC simulations and Mixed events taken at dif-
ferent (µ̄, z̄vtx) one can find that not only the average value,
but also the shape of the nbkg

trk distribution are the same for
the same interaction density Gauss(z̄vtx)µ̄ and consequently
for the same ν. Events are therefore fully characterized with
respect to their background conditions by ν, calculated using
Eq. (10). This is demonstrated in Fig. 4 for three intervals:
ν < 0.5, 3 < ν < 3.5 and 7 < ν < 7.5. For each interval
the probability distributions of Mixed tracks Pmix obtained
without any restriction on z̄vtx, are compared with the Pmix
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ϒ(nS) andUEcorrelations– systematics summary

• shown for nch but propagated to all quantities

32

Systematics Summary

32

residual discrepancies between the expectation based on the PU track estimator [37] and the mean number
of measured tracks. Since the sources of all uncertainties are independent, the resulting uncertainty is
obtained by adding their values in quadrature. The resulting total systematic uncertainty depends on the
state of the P(=S) and ?

``
T . Uncertainties are propagated on all measured variables and are presented for

h=chi in Table 1.

?
``
T  4 GeV 4 < ?

``
T  12 GeV 12 < ?

``
T  30 GeV ?

``
T > 30 GeV

P(1S) 0.5 – 0.6 0.5 – 0.7 0.7 – 0.8 0.8 – 0.9
P(2S) 0.6 – 0.6 0.5 – 0.7 0.7 – 0.8 0.8 – 1.0
P(3S) 0.9 – 1.3 0.5 – 0.8 0.7 – 0.8 0.8 – 0.9
P(1S) �P(2S) 0.11 – 0.15 0.06 – 0.10 0.12 – 0.21 0.2 – 0.5
P(1S) �P(3S) 0.6 – 0.9 0.14 – 0.36 0.14 – 0.15 0.16 – 0.19

Table 1: Systematic uncertainties for measurements of h=chi and their di�erences for di�erent P(=S) states and for
the di�erence between h=chi measured for P(1S) �P(=S). The values are the number of charged particles with
0.5  ?T < 10 GeV and |[ | < 2.5.

4 Results

Figure 2 shows kinematic distributions of charged particles measured in collisions with P(=S) states. The
left panel shows the ?T distributions and the right panel distributions of the azimuthal angle between the
directions of the particles and the P-meson (�q). Cross-shaped markers show distributions measured in
collisions with P(1S) meson, whereas other markers show the subtracted distributions, i.e., the di�erences
between the results measured in collisions with P(1S) and higher P(=S) states, P(1S) �P(2S) with open
markers andP(1S) �P(3S) with full markers. The distributions are shown for several intervals of ?``

T .

Predictions from P����� 8 MC simulations of the same quantities are also shown as lines. Simulated
results for the subtracted distributions are first scaled to have the integral as in the data with the sameP(=S)
state and then subtracted from each other. Solid lines are P����� 8 predictions that include feed-down
decays [38], which are decays of a higher mass particle to a lower-mass particle, between di�erent P(=S)
states, and dashed lines are the same predictions but excluding these feed-down events.

The charged particle ?T distributions in P(1S) collisions get significantly harder with increasing P

momentum. Also the �q distributions develop a "near-side” peak around �q = 0, and an "away-side” peak
around �q = c. These features which reflect the presence of a jet are qualitatively expected and the P�����
8 prediction generally reproduces them well. However, the simulations have less activity than data at lower
P(1S) ?``

T , and underestimate the near-side region of the �q distribution. A similar mismatch between
data and Pythia8 was reported in Ref. [39]. The transverse momentum distributions of charged particles
are softer than in the data, which may be related to the deficit of particles in the near-side region.

In all measured ?
``
T intervals, the subtracted distributions are above zero. Up to the highest measured

?
``
T interval, the subtracted ?T distributions are more consistent in shape with distributions measured in

the lowest ?``
T interval of P(1S), rather than to the distributions in their ?``

T interval. Above 30 GeV the
P(1S) �P(3S) subtracted ?T-distribution gets harder, and peaks appear around �q = 0 and �q = c. The
P����� 8 predictions, if feed-down decays from excited P states to lower-level P states are included, show
similar features to the data.

9

Shown here in “units” of nch but propagated to all 
quantities
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A Strange Digression
• Enhanced strange hadrons are transverse to leading particle in event
• Strangeness enhancement is occurring outside of jets, perhaps 

implying that it’s a UE effect …

07/04/2022

Near-side jet, out-of-jet and full
yields of strange hadrons vs multiplicity

• Both the full yield and the out-of-jet yield increase with the multiplicity
• Very mild to no evolution with multiplicity of the near-side-jet yield
• The yields show no dependence on the centre-of-mass energy

→ The contribution of out-of-jet production relative to near-side jet production increases with multiplicity
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• enhancement of strange hadrons is one of the signature pp collectivity results

• ALICE measurement (ALI-PREL-505074) shows strange hadron yields from out-of-
jet and full samples increases with multiplicity and are consistent with each other

• toward jet yields do not depend on multiplicity

➜ could suggest that it is an underlying event effect

https://alice-figure.web.cern.ch/node/21883

