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Exclusive γγ processes
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Heavy ion collisions are excellent QED & BSM laboratories!
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Observing light-by-light scattering at the Large Hadron Collider

David d’Enterria1 and Gustavo G. Silveira2

1CERN, PH Department, 1211 Geneva, Switzerland
2UC Louvain, Center for Particle Physics and Phenomenology (CP3), Louvain-la-Neuve, Belgium

Elastic light-by-light scattering (γ γ → γ γ) is open to study at the Large Hadron Collider thanks to
the large quasi-real photon fluxes available in electromagnetic interactions of protons (p) and lead
(Pb) ions. The γ γ → γ γ cross sections for diphoton masses mγγ > 5 GeV amount to 105 fb, 260 pb,
and 370 nb in p-p, p-Pb, and Pb-Pb collisions at nucleon-nucleon center-of-mass energies

√
s
NN

= 14
TeV, 8.8 TeV, and 5.5 TeV respectively. Such a measurement has no substantial backgrounds in
Pb-Pb collisions where one expects about 70 signal events per run, after typical detector acceptance
and reconstruction efficiency selections.

PACS numbers: 12.20.-m, 13.40.-f, 14.70.-e, 25.20.Lj

Introduction. – The elastic scattering of two photons in vacuum (γ γ → γ γ) is a pure quantum-mechanical
process that proceeds at leading order in the fine structure constant, O(α4), via virtual one-loop box diagrams
containing charged particles (Fig. 1). Although light-by-light (LbyL) scattering via an electron loop has been
precisely, albeit indirectly, tested in the measurements of the anomalous magnetic moment of the electron [1]
and muon [2], its direct observation in the laboratory remains elusive still today. Out of the two closely-related
processes –photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon-splitting in
a strong magnetic field (“vacuum” birefringence) [4, 5]– only the former has been clearly observed [6]. Several
experimental approaches have been proposed to directly detect γ γ → γ γ in the laboratory using e.g. Compton-
backscattered photons against laser photons [7], collisions of photons from microwave waveguides or cavities [8] or
high-power lasers [9, 10], as well as at photon colliders [11, 12] where energetic photon beams can be obtained by
Compton-backscattering laser-light off electron-positron (e+e−) beams [13]. Despite its fundamental simplicity, no
observation of the process exists so far.

In the present letter we investigate the novel possibility to detect elastic photon-photon scattering using the
large (quasi-real) photon fluxes of the protons and ions accelerated at TeV energies at the CERN Large Hadron
Collider (LHC). In the standard model (SM), the box diagram depicted in Fig. 1 involves charged fermions (leptons
and quarks) and boson (W±) loops. In extensions of the SM, extra virtual contributions from new heavy charged
particles are also possible. The study of the γ γ → γ γ process –in particular at the high invariant masses reachable
at photon colliders– has thus been proposed as a particularly neat channel to study anomalous gauge-couplings [11,
12], new possible contributions from charged supersymmetric partners of SM particles [14], monopoles [15], and
unparticles [16], as well as low-scale gravity effects [17, 18] and non-commutative interactions [19].
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FIG. 1: Schematic diagram of elastic γ γ → γ γ collisions in electromagnetic proton and/or ion interactions at the LHC. The
initial-state photons are emitted coherently by the protons and/or nuclei which survive the electromagnetic interaction.

Photon-photon collisions in “ultraperipheral” collisions of proton [20, 21] and lead (Pb) beams [22] have been
experimentally observed at the LHC [23–27]. All charges accelerated at high energies generate electromagnetic
fields which, in the equivalent photon approximation (EPA) [28], can be considered as γ beams [29]. The
emitted photons are almost on mass shell, with virtuality −Q2 < 1/R2, where R is the radius of the charge,
i.e. Q2 ≈ 0.08 GeV2 for protons with R ≈ 0.7 fm, and Q2 < 4·10−3 GeV2 for nuclei with RA ≈ 1.2A1/3 fm,
for mass number A > 16. Naively, the photon-photon luminosities are suppressed by a factor α2 ≈ 5·10−5 and

photon pair production  
(via quark, lepton, W, BSM? loops)

see next talk by K. Maj!



Equivalent Photon Approximation
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Chapter 2 

Equivalent Photon Approximation 

A nucleus moving at nearly the speed of light has almost transverse electromagnetic fields; the electric 
and magnetic fields have the same absolute value and are perpendicular to each other. Therefore an 
observer can not distinguish between these transverse electromagnetic fields and an equivalent swarm 
of photons, see Fig-S.1 Equating the energy flux of the electromagnetic fields through a transverse plane 
with the energy content of the equivalent photon swarm yields the equivalent photon distribution n(w), 
which tells how many photons with frequency w do occur. This derivation is presented in the first 
Subsection. 

v=o 

Figure 2.1: Fermis idea leading to the Equivalent Photon Approximation: As the velocity of the charge ap 
proaches the speed of light, its electromagnetic field becomes Lore&-contracted (b) and similar 
to a parallel-moving photon-cloud (c). 

This is already the idea of the Equivalent Photon Approximation. It has been first developed by 
E. Fermi [57]. Often this method is also called Weizsiicker-Williams-Method as E. J. Williams [I351 
and C. F. v. Weizsicker [134] independently extended Fermis idea. A good review of results and various 
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maximum energy  
Eγ,max~γ(ℏc/R) 

80 GeV in Pb+Pb@LHC 
3 GeV in Au+Au@RHIC

typical pT (& virtuality) 
pTmax ~ ℏc/R O(30) MeV @ RHIC & LHC

Coherent strengths (rates) 

scale as Z2: nuclei >> protons

Flux of photons on other nucleus ~ Z2, 
flux of photons on photons ~ Z4 (45M!)

Fermi, Landau, von Weiszacker, Williams



Two-photon fluxes, two approaches
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in these predictions, and is the data/theory comparison consistent within these? We will in
particular consider in detail the naively most obvious source of theoretical uncertainty, due
to the modelling of the survival factor. We find that reasonable model variations within the
approach of SuperChic (based on the formalism described in e.g. [33]) only affect the pre-
dictions at the Æ 1% level, and similarly for uncertainties in the underlying hadron EM form
factors. Hence we expect the theoretical uncertainty due to the survival factor to be small, and
this cannot account for the apparent discrepancy between data and theory.

One may nonetheless question the model dependence of such a statement. To clarify this
further we in addition consider very extreme variations in the evaluation of the survival factor.
We will show in particular that it is only by including a survival probability that corresponds to
the case of inelastic hadron–hadron interactions occurring with unit probability out to impact
parameters bi? ⇠ 3RA that the ATLAS data begins to be matched by the predictions. For PbPb
collisions in particular, this separation is beyond the reach of QCD. This underlines the basic,
rather model independent, point that a significant fraction of elastic PI scattering occurs for
hadron–hadron impact parameters that are simply outside the range of QCD interactions, and
hence this sets a lower bound on the survival factor in any physically reasonable approach.
Given this, we will also briefly review other potential sources of uncertainty, due to higher
order QED effects in PbPb case, and final–state photon emission in both the pp and PbPb
cases.

The outline of this paper is as follows. In Section 2.1 we present a brief recap of the
theoretical framework used to calculate PI production at the LHC. In Section 2.2 we discuss
how the bi? > RA cut can be implemented within our calculation. In Section 3 we present
results for the impact of this on ATLAS pp and PbPb data. In Section 4 we discuss the theoretical
uncertainties on these predictions, focussing on the survival factor. Finally, in Section 5 we
conclude.

2 Theory

2.1 Elastic photon–initiated production in hadron collisions: recap

The basic formalism follows that described in for example [26]. That is, the elastic photon–
initiated cross section in N1N2 collisions is given in terms of the equivalent photon approxima-
tion (EPA) [34] by
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=
Z
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includes survival and polarization effects, forward neutrons now available in SC4.2

SuperChic  
formalism:
SciPost Phys. 11, 064 (2021) 
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ZDC selections
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ZDCs can distinguish 0n from 1n, 2n… and thus classify events according to 
0n0n, Xn0n/0nXn, or XnXn

Selection of a specific ZDC 
topology is also filtering on a  
range of impact parameters 
(0-15 fm, 15-40fm, 40+ fm), 
and so modifies expected 
incoming photon spectrum

Klein & PAS, arXiv:2005.08172
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Inner detector |η|<2.5 
Muon system |η|<2.7 (trig. 2.4)

Calorimetry out to |η|<4.9

η = − log(tan(θ/2))

Zero degree calorimeters (ZDC) z=±140m: neutrons & photons |η|>8.3

FCal

44m long 
22m tall



Exclusive dilepton processes & dissociation
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Figure 1: Diagrams for the (a) leading-order PbPb(��) ! µ+µ�(PbPb) and (b) next-to-leading-order PbPb(��) !
µ+µ� + �(PbPb) (middle) Breit–Wheeler process in Pb+Pb collisions, and (c) the dissociative PbPb(��?) !
µ+µ� + X(Pb?Pb) process where one photon is emitted from the substructure of one of the nucleons, leading to
nucleon fragmentation in the far-forward direction.

example of which is shown in Figure 1(b), where the muons are accompanied by additional resolved soft
photons in the final state. Dissociative processes, where one photon is emitted by charged constituents of
a nucleon, as shown in Figure 1(c), are also neglected by most models, in part due to the fact that these
processes are not coherently enhanced.

The study of exclusive dimuon cross sections, conditional on observations of forward neutron production
in the direction of one or both incoming nuclei, provides an additional experimental handle on the impact
parameter range sampled in the observed events [12, 18–20]. In any particular collision, soft photons
emitted by one lead nucleus (Pb) can excite the other (Pb?), typically through the giant dipole resonance
(GDR) [21], and induce the emission of one or more neutrons, each of which carry, on average, the full
per-nucleon beam energy. Since the probability of these excitations, as well as the overall hardness of the
photon spectrum, is correlated with the nucleus–nucleus impact parameter b [12], events with neutron
excitation are typically correlated with harder photon collisions. In STARlight, dilepton cross sections
associated with forward neutron production are calculated by convolving di�erential cross sections for
low-energy photonuclear neutron production with the expected photon fluxes, thus in principle providing
an essentially parameter-free prediction. Of course, the contribution from nucleonic dissociative processes
must be subtracted before comparisons with data.

Exclusive dimuon cross sections are usually presented as a function of the following quantities of the
dimuon final state:

• The dimuon invariant mass mµµ, which is equivalent to W , the center-of-mass energy of the colliding
�� system.

• The dimuon pair rapidity yµµ, which is the rapidity of the four-vector sum of the two muons.
Conservation of longitudinal momentum implies that yµµ is equal to the rapidity of the �� system.

• The cosine of the dimuon scattering angle #? in the �� center-of-mass frame, | cos #?µµ |. This is
calculated from the rapidities of the two muons, y+ and y�, as tanh [(y+ � y�)/2].

• The acoplanarity ↵ = 1 � |��µµ |/⇡ which reflects, in part, the initial dimuon pT,µµ.

While these are all final-state observables, the fact that the final state consists of only the two muons allows
the initial photon energies (k1 and k2) to be determined from the final-state muons. This is described in

4

 is the primary signal Breit-Wheeler process 
cross section implemented in STARlight, SuperChic, etc.

PbPb(γγ) → μ+μ−(Pb(⋆)Pb(⋆))

 is a higher order final state, also signal. 
Not in any existing MC, but now being addressed in calculations, and can be 

added to final states (e.g. from STARlight) using Pythia8

PbPb(γγ) → μ+μ−γ(Pb(⋆)Pb(⋆))

 is dissociative background (non-EPA) process, 
including nuclear breakup as well, modeled using LPair (µµ) or SuperChic (ee)

Pb + N/Pb(γγ) → μ+μ−X(Pb⋆Pb(⋆))

7



8
highest mass dimuon event in 2015 dataset - mµµ = 173 GeV

an exclusive dimuon event
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an exclusive dielectron event



• Similar techniques as 
µµ but notable advances 
• Higher statistics from 

2018 data

• Extended fiducial region


pTe>2.5 GeV 
• Unfolding electron 

response

• SuperChic 4.0 for 

dissociative processes


• Also provides 
measurement of <pT> 
relevant for 𝛕 g-2

ee: dielectron measurement
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Figure 3: Acoplanarity distribution in the data sample (markers) of WW ! 4
+
4
� candidates selected with 10 < <44 <

20 GeV and |H44 | < 0.8 requirements. The sample is split into 0n0n (top left), Xn0n (top right), XnXn (bottom left)
and inclusive (bottom right) categories. The fitted dissociative background in each category is shown with the green
dashed line, while the prediction for the signal process is shown by the red line. The sum of the two components is
shown with the solid blue line. The resulting estimate of the background fraction in the data, 5bkg, is given in the
legend. The shaded area represents the total uncertainty of the sum of signal and background components.

ratio in the | cos \⇤ | distribution drops slowly from 1.2 for | cos \⇤ | = 0 to unity at | cos \⇤ | = 0.75, and
then falls more steeply, to 0.5 for the largest values of | cos \⇤ |. In the U distribution, a di�erence in the
overall shape is observed in the full range. This can be explained by a sensitivity of the results to the
?T spectrum assumed by S��������, since this spectrum determines the width of the U distribution. In
general, all these discrepancies tend to be consistent with the observations made in the ATLAS WW ! `

+
`
�

measurement [16], where the S�������� predictions were found to underestimate the measured integrated
fiducial cross-sections by about 10%.
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ee: Control distributions
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Uncorrected distributions compared to MC expectations after 
applying measured trigger efficiencies: generally good agreement 
with some excesses at larger |yee|, similar to µµ measurement

pTe > 2.5 GeV, |ηe|<2.47, mee > 5 GeV, pTee < 2 GeV
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Figure 4: Distributions of <44 (top left), h?4Ti (top right), H44 (middle left), | cos \⇤ | (middle right), and U (bottom)
for the inclusive sample in data and the MC predictions for signal and background processes. The lower panels show
the ratio of data to MC simulation. Error bars represent statistical uncertainties. The shaded area represents the
overall uncertainty of the total MC prediction. In the H44, | cos \⇤ |, and U distributions, the ⌥ and g
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are shown together. The dissociative contribution is scaled to constitute the 5diss fraction from the data fit.
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Similar comparison to STARLIGHT as with µµ - steady rise with |yee| 
but similar spectral shape in mass.  


STARlight tends to underpredict data while, SuperChic has better  
shape but overpredicts it.

pTe > 2.5 GeV, |ηe|<2.47, mee > 5 GeV, pTee < 2 GeV

more than two photons in the initial state) are relevant and would tend to reduce the predicted cross-sections
by the observed discrepancies [46].
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Figure 6: Fully corrected di�erential cross-sections measured inclusively in ZDC categories for exclusive dielectron
production, WW ! 4

+
4
�, as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for data (dots) and MC predictions from

S�������� (solid blue) and S����C��� (dashed red). Bottom panels present the ratios of data to MC predictions.
The shaded area represents the total uncertainty of the data, excluding the 2% luminosity uncertainty.

The di�erential cross-sections as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for the 0n0n category
are presented in Figure 7. They are compared with the MC predictions from S�������� v3.13 and
S����C��� v3.05. Both simulated samples were produced inclusively and reweighted to the 0n0n category
using the measured fractions in the inclusive data sample. Each theory prediction is represented by two
curves reflecting the systematic variations of the measured 0n0n fractions. S�������� can also generate a
prediction conditional on the presence of neutron emission in one or both directions. These dedicated
predictions from S�������� for the 0n0n category are shown in the same plots. That prediction agrees well
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The shaded area represents the total uncertainty of the data, excluding the 2% luminosity uncertainty.

The di�erential cross-sections as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for the 0n0n category
are presented in Figure 7. They are compared with the MC predictions from S�������� v3.13 and
S����C��� v3.05. Both simulated samples were produced inclusively and reweighted to the 0n0n category
using the measured fractions in the inclusive data sample. Each theory prediction is represented by two
curves reflecting the systematic variations of the measured 0n0n fractions. S�������� can also generate a
prediction conditional on the presence of neutron emission in one or both directions. These dedicated
predictions from S�������� for the 0n0n category are shown in the same plots. That prediction agrees well
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more than two photons in the initial state) are relevant and would tend to reduce the predicted cross-sections
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are presented in Figure 7. They are compared with the MC predictions from S�������� v3.13 and
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using the measured fractions in the inclusive data sample. Each theory prediction is represented by two
curves reflecting the systematic variations of the measured 0n0n fractions. S�������� can also generate a
prediction conditional on the presence of neutron emission in one or both directions. These dedicated
predictions from S�������� for the 0n0n category are shown in the same plots. That prediction agrees well

15

ee: scattering angle and <pTe>

13

Similar comparison to STARLIGHT as with µµ - steady rise with |yee| 
but similar spectral shape in mass.  
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shape but overpredicts it.

pTe > 2.5 GeV, |ηe|<2.47, mee > 5 GeV, pTee < 2 GeV

more than two photons in the initial state) are relevant and would tend to reduce the predicted cross-sections
by the observed discrepancies [46].
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The di�erential cross-sections as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for the 0n0n category
are presented in Figure 7. They are compared with the MC predictions from S�������� v3.13 and
S����C��� v3.05. Both simulated samples were produced inclusively and reweighted to the 0n0n category
using the measured fractions in the inclusive data sample. Each theory prediction is represented by two
curves reflecting the systematic variations of the measured 0n0n fractions. S�������� can also generate a
prediction conditional on the presence of neutron emission in one or both directions. These dedicated
predictions from S�������� for the 0n0n category are shown in the same plots. That prediction agrees well
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Photon energy distributions
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Can combine mµµ and yµµ to 
estimate photon energies

Overall good agreement but clear 
enhancements at low and high k: 

consistent with relaxing impact parameter 
cuts in STARlight (Harland-Lang, et al)

SciPost Phys. 11, 064 (2021)
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Figure 2: Normalized differential cross sections as a function of the (top left) dimuon
rapidity, (top right) maximum photon energy (kmax) and minimum photon energy
(kmin), and (bottom) dimuon invariant mass, calculated using a modified version of
SuperChic 4 [1]. The ratio of the full result to the case with the bi? > RA cut
imposed is given; in both cases the survival factor is included.

same ratio of normalized distributions as before, but now with respect to these variables.
Remarkably, comparing with Fig. 10 of [24] we can see that precisely this trend is reproduced
by our results, and hence once again we can expect a greatly improved description of these
distributions by removing the bi? > RA cut. This distribution in addition gives some insight
into the reason why this cut affects the results differentially in such a way. In particular, we
can see from (3) that the minimum value of the photon Q2

i is proportional to the momentum
fraction x2

i . Higher values of kmax correspond to higher values of the corresponding photon
momentum fraction, and hence higher values of Q2

i on average. We can then see from Fig. 1
that larger Q2

i is precisely where the impact of the bi? > RA cut is higher; in particular as the
interaction is then less peripheral. This effect in addition explains the impact of the cut on
higher rapidities, which are correlated with an increased kmax. While the corresponding xi
value of the other photon in this case will be lower, and hence one would expect a reduced
impact from the cut on this side, it is clear from our results that it is the effect of increasing xi
that dominates.

The enhancement in the low kmin case is therefore simply because this is kinematically
correlated with larger kmax for the other photon. In particular, for yµµ = 0 we have kmin = 5
GeV, due to the lower limit on mµµ in the data, and hence indeed the region of kmin below this
is due to production away from central rapidities. The enhancement for kmin values above this
corresponds to the larger mµµ region, which are rather kinematically suppressed. Nonetheless,
again in [24] there is some hint of a corresponding excess in the ratio of data to STARlight,
albeit within very limited statistics.

A further way we can examine the effect of this cut is to consider the invariant mass distri-
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ZDC fraction vs. mµµ and yµµ
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Reasonable description but differ in detail: 

crucial to understand this for precision calculations
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Figure 7: As in Fig. 4 but with the ATLAS data in the dielectron channel [25] for the same mass bins (and

with a very similar event selection) shown. Theoretical predictions correspond to the dimuon event selection,

but results for the dielectron case (which is very similar) are barely distinguishable, and hence are not shown

for clarity. The solid histograms correspond to the default SuperChic 4.2 predictions, while the dashed curves

correspond to the result with the �A ! A⇤
cross section (34) multiplied by 0.8, for comparison.

Figure 8: Comparison of SuperChic 4.2 predictions to ATLAS data [25] on ultraperipheral electron pair pro-

duction in PbPb collisions at
p
snn = 5.02 TeV in the 0n0n channel, and for a range of kinematic variables.

The electrons are required to have p?,e > 2.5 GeV, |⌘e| < 2.4, mee > 5 GeV and p?,µµ < 2 GeV. Data errors

correspond to systematic and statistical added in quadrature, and are shown by the grey band in the data/theory

ratios.
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effects. This normalization depended on reliable QED pair
production calculations, reliable Coulomb dissociation cal-
culations, and faithful reproduction of the STAR experi-
mental momentum cuts. But if these calculations are
accepted as reliable, then the above comparison of the
QED calculations with the STAR data provides the first
evidence of higher-order QED in relativistic heavy-ion
reactions.

In the planning stages of RHIC a workshop was held at
Brookhaven on the topic ‘‘Can RHIC be used to test
QED?’’[25]. A recent review article, ‘‘Electron-positron
pair production in ultrarelativistic heavy-ion collisions’’
concluded, ‘‘We think that after about 17 years the answer

to this question is ‘no’’’ [26]. The present results indicate
that the answer may turn out to be ‘‘yes.’’

I would like to acknowledge helpful communications
with Spencer Klein and Dariusz Bocian.
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FIG. 2. (Color online) Comparison of the ratios of the mea-
sured cross sections from world-wide experiments [39–42] to
the lowest order QED calculations for lepton pair produc-
tion in p+ p(p̄) collisions. The error bar represents the total
uncertainty for each measurement, which includes the sta-
tistical and systematic errors. The yellow band denotes the
uncertainty for lowest order QED calculations.

determined by the Breit-Wheeler formula [38].
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Various exclusive experimental measurements [39–42]
for lepton pair production in p + p(p̄) have been made,
despite of the tiny cross section due to Z = 1. The cou-
pling constant in these collisions is in perturbative limit
(Z↵ ! 0), which provides excellent baseline to test the
validity of lowest order QED. Fig. 2 shows comparison of
the ratios of the measured cross sections from world-wide
experiments [39–42] to the lowest order QED calculations
for lepton pair production in p+ p(p̄) collisions. The er-
ror bar represents the total uncertainty for each measure-
ment, in which the statistical and systematic errors are
added in quadrature. The exclusive measurements are
performed in UPC events, which exclude the inelastic
collisions to reject hadronic background. In the calcula-
tions, the UPC trigger probability in impact parameter
space can be modelled by

Pnon�inelastic = |1� exp(�b2/(2B))|2, (13)

where B is determined by the experimental measure-
ments [43, 44]. The standard dipole form factor of proton
(anti-proton) is utilized for the lowest order QED calcu-
lation. The theoretical uncertainties are estimated by

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
QED
L.O.σ/meas.σ

- + e+ e→ γ + γALICE 
 = 2.76 TeVNNsPb+Pb 

-µ + +µ → γ + γATLAS 
 = 5.02 TeVNNsPb+Pb 

- + e+ e→ γ + γCMS 
 = 5.02 TeVNNsPb+Pb 

- + e+ e→ γ + γPHENIX 
 = 200 GeVNNsAu+Au 

- + e+ e→ γ + γSTAR 
 = 200 GeVNNsAu+Au 

Combined result

QED
L.O.σ/meas.σ

QED
L.O.σ/full

QEDσ

theo. syst.

FIG. 3. (Color online) Comparison of the ratios of the mea-
sured cross sections from world-wide experiments [26–30] and
the predicted higher order QED results to the lowest order
QED calculations for lepton pair production in A + A colli-
sions. The error bar represents the total uncertainty for each
measurement, which includes the statistical and systematic
errors. The yellow bands denote the uncertainties for QED
calculations.

varying the parameters in the proton form factor and
the UPC trigger probability, which are found to be less
than 2%. The yellow band in the figure represents the
uncertainty for lowest order QED calculations. As shown
in figure, the lowest order QED calculations describe the
world-wide measurements very well. The world-wide re-
sults are combined with unequal weights determined by
the errors to improve the precision of measurement. The
combined result is consistent with the lowest order QED
calculation within one standard deviation.

The comparison of the ratios of the measured cross sec-
tions from world-wide experiments [26–30] and the pre-
dicted higher order QED results to the lowest order QED
calculations for lepton pair production in heavy ion col-
lisions is shown in Fig. 3. In the calculation, optical
Glauber model [33] is employed to determine the UPC
trigger probability of heavy ion collision in impact param-
eter space. The theoretical uncertainties are estimated by
varying the parameters in the Woods-Saxon distributions
of heavy nuclei, which simultaneously changes the form
factor of heavy nuclei and the UPC trigger probability
in impact parameter space. The uncertainties are found
to be less than 2.5%, which are represented as yellow
bands in the figure. As demonstrated in the figure, the
measurements are systematically smaller than the lowest
order QED predictions and the QED results with higher
order correction describe the data very well. The com-
bined data is seven standard deviations smaller than the
lowest order calculation and consistent with the higher

HO Coulomb corrections not included in either STARlight or SuperChic: 
These corrections generally lower the cross sections,  

perhaps up to 20% (e.g. Tang & Zha) compensating for the increase! 

k1

k2

Pb

Pb

Pb

µ+

µ−

Pb

1

Baltz, 2008 
~20% reduction in cross sections at 
low e+e- masses

Tang & Zha, 2021 
large reductions in all kinematic 
regions going from LO to HO

However, some disagreement between groups on just how much: 
some authors predict impact on muons should be negligible.

May be important for correct fluxes: watch this space!
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Figure 2: Left: distributions of ⌃⇢FCal
T for di�erent muon pair selections: pairs passing preselections only,

additionally passing the 30pair < 0.1 mm and (I0 sin \)pair < 0.2 mm requirements, and additionally passing
the asymmetry and acoplanarity (� < 0.06, U < 0.012) requirements (labeled as “Signal candidates”). The
⌃⇢FCal

T distribution for minimum-bias events (arbitrarily scaled) is also shown for comparison. Right: the
same distributions, excluding the minimum-bias distribution, plus that for the UPC event selection, shown
over a restricted range of ⌃⇢FCal

T values. The distributions extend to negative values due to electronic noise in
the calorimeter.

(I0 sin \)pair < 0.2 mm requirements; and passing these plus the Fid-U selection. Also shown is the
⌃⇢FCal

T distribution for minimum-bias Pb+Pb collisions. The right panel shows distributions for the
di�erent dimuon selections over a restricted range of ⌃⇢FCal

T values near zero; it also shows the
⌃⇢FCal

T distribution for events passing the UPC selection.

All of the ⌃⇢FCal
T distributions show a strong enhancement near ⌃⇢FCal

T = 0 that results from the
geometric enhancement of peripheral collisions. For dimuon events, the low-⌃⇢FCal

T peak results,
primarily, from a large contribution of UPC WW ! `

+
`
� events which (excluding dissociative

photon-induced processes) have no particles in the acceptance of the forward calorimeters. Thus,
the ⌃⇢FCal

T distribution for these events primarily reflects electronic noise in the detector. At larger
⌃⇢FCal

T values, all distributions show a long plateau that reflects the nucleus–nucleus collision
geometry. However, for pairs passing the preselections or the preselections plus vertex requirements,
the yield increases with increasing ⌃⇢FCal

T relative to that for minimum-bias Pb+Pb events and the
Fid-U selection. This behavior results from the geometric enhancement of QCD hard-scattering
processes – particularly the production of heavy flavor – the rates of which are proportional to
)AA. The application of the Fid-U selection yields a ⌃⇢FCal

T distribution that is almost flat at large
transverse energies. However, even with the fiducial selection, there remains a non-negligible and
centrality-dependent HF-decay background that must be subtracted. Thus, the apparent flatness
of the ⌃⇢FCal

T distribution is at least partially accidental. However, as is seen below, even in the
most central collisions, the HF backgrounds are, at most, comparable to the signal pair yields, so
WW ! `

+
`
� production is observed over the full range of Pb+Pb collision centralities, including the

most central collisions.

11

Select events using dimuon triggers, with cuts on transverse and 
longitudinal impact parameters, as well as pair selections on ⍺ and A 
to suppress heavy flavor leptons: unusually-flat ΣET distribution


Percentiles of minbias distribution used to define “centrality” bins, 
which reflect the impact parameter between the nuclei.

arXiv:2206.12594
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Figure 11: HF+DY background-subtracted U distributions for pairs satisfying the Fid-U selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the U < 0.012 interval.26
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Figure 11: HF+DY background-subtracted U distributions for pairs satisfying the Fid-U selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the U < 0.012 interval.26
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.270 50 100 150
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.27
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.27

After background subtraction (heavy flavor using templates, and Drell -Yan), 
broadening studied in two variables: acoplanarity ⍺ and k⟂=π⍺pT

In more central events, angular variables are visibly broader than 
the distributions observed in standard UPC events. 

k⟂ better behaved, with no dependence on muon pT

arXiv:2206.12594
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Figure 11: HF+DY background-subtracted U distributions for pairs satisfying the Fid-U selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the U < 0.012 interval.26
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Figure 12: HF+DY background-subtracted :? distributions for pairs satisfying the Fid-:? selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the :? < 150 MeV interval.27
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Figure 18: Di�erential cross-sections as a function of U for WW ! `
+
`
� pairs passing the Fid-U selection.

Each panel represents a di�erent centrality or ⌃⇢FCal
T interval, with the last panel representing the UPC

interval. The error bars indicate combined statistical and systematic uncertainties, excluding the background
subtraction uncertainties, which are indicated by a shaded band at 3f/3U = 0, and overall normalization
uncertainties, which are quoted on each panel as “Scale”. Also shown are the results of the PWF theoretical
calculations (see text).
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Figure 18: Di�erential cross-sections as a function of U for WW ! `
+
`
� pairs passing the Fid-U selection.

Each panel represents a di�erent centrality or ⌃⇢FCal
T interval, with the last panel representing the UPC

interval. The error bars indicate combined statistical and systematic uncertainties, excluding the background
subtraction uncertainties, which are indicated by a shaded band at 3f/3U = 0, and overall normalization
uncertainties, which are quoted on each panel as “Scale”. Also shown are the results of the PWF theoretical
calculations (see text).
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Figure 19: Di�erential cross-sections as a function of :? for WW ! `
+
`
� pairs passing the Fid-:? selection.

Each panel represents a di�erent centrality or ⌃⇢FCal
T interval, with the last panel representing the UPC

interval. The error bars indicate combined statistical and systematic uncertainties, excluding the background
subtraction uncertainties, which are indicated by shaded bands at 3f/3:? = 0, and overall normalization
uncertainties, which are quoted on each panel as “Scale”. Also shown are the results of the QED and PWF
theoretical calculations (see text).
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Figure 19: Di�erential cross-sections as a function of :? for WW ! `
+
`
� pairs passing the Fid-:? selection.

Each panel represents a di�erent centrality or ⌃⇢FCal
T interval, with the last panel representing the UPC

interval. The error bars indicate combined statistical and systematic uncertainties, excluding the background
subtraction uncertainties, which are indicated by shaded bands at 3f/3:? = 0, and overall normalization
uncertainties, which are quoted on each panel as “Scale”. Also shown are the results of the QED and PWF
theoretical calculations (see text).
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Recent theory calculations are able to describe the data in some detail: 
- Photon Wigner Functions: QM based description of full position & 
momentum space (Klein et al) 
- QED calculations based on generalized EPA (Zha et al)  

arXiv:2206.12594



Probing initial magnetic fields
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Figure 25: The average (left) and the standard deviation (right) of the WW ! `
+
`
�
:? distributions in the

20–40% and 40–80% centrality intervals as a function of |�H | (top) and |2�q| (bottom). Results are shown
for |�H | intervals of width 0.5 for |�H | < 2.0, and two additional intervals covering 2.0  |�H | < 3.0 and
3.0  |�H | < 4.8. The |2�q| results are shown for four equal intervals covering [0, c]. The error bars show
combined statistical and systematic uncertainties. The points are staggered for clarity of presentation.

7 Conclusion

ATLAS has measured dimuon production via WW scattering processes in non-ultraperipheral Pb+Pb
collisions at

p
BNN = 5.02 TeV. The measurements use data from the 2015 and 2018 Pb+Pb runs

at the LHC corresponding to an integrated luminosity of 1.93 nb�1. Backgrounds, dominated by
heavy-flavor decays, are evaluated using template fits to the distribution of muon-pair 30 values.
A much smaller background from DY processes, estimated using P�����+P�����8 calculations
implemented with nNNPDF2.0 nuclear PDFs, is subtracted from the data. Cross-sections and
normalized yields of WW ! `

+
`
� pairs are measured as a function of pair rapidity, ?̄T, and centrality.

The cross-sections vary weakly with centrality, decreasing from central to peripheral collisions. The
STAR����� model, which was recently augmented to allow evaluation of cross-sections for (e.g.)
WW ! `

+
`
� production within restricted impact parameter intervals, substantially underestimates

the measured cross-sections.

Measurements of the U and :? distributions show a significant centrality dependence consistent
with the results in Ref. [1]. However, with the improved statistical precision of this measurement,

44

B-fields lead to tanh(∆y) 
behavior (Klein et al)

B fields follow impact  
parameter vector, so may 
show 2(ϕ-ѱ2) dep.

In principle, strong magnetic fields created in initial impact of heavy 
ions, which have been predicted to impact trajectories of muons.


So far, no tanh(∆y) dependence of broadening (either mean or variance) 
and no dependence on event plane 

arXiv:2206.12594



• Ultraperipheral collisions are a unique opportunity to study photon-
photon and photon-nucleus (& nucleon) physics in a clean 
environment, synergistic w/ EIC 

• Dileptons provide the most direct & precise way to check the 
assumed photon fluxes 
• Important for precise calculations of LbyL and tau g-2!


• Using the ATLAS ZDC, they also help probe the geometric aspects of 
the fluxes! 

• Cross sections sections for UPC µµ (2021) and ee (just published!) 
• µµ fiducial region: pT > 4 GeV, |η|<2.4, mµµ > 10 GeV

• ee fiducial region: pT > 2.5 GeV, |η|<2.47, mee > 5 GeV

• Systematic studies of the calculations show broad agreement with data, but 

non-trivial differences


• Non-UPC interactions provide a fascinating laboratory for QED 
calculations and a possible testing ground for effects associated with  
strong magnetic fields

Conclusions
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Signal extraction
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Figure 4: Results of template fits to measured 30pair distributions for pairs passing the muon preselections, the
(I0 sin \)pair requirement and the Fid-U selection (� < 0.06 and U < 0.012). Each panel represents a di�erent
centrality interval. The error bars shown on the data and the templates represent statistical uncertainties only.
For many of the points, the error bars are smaller than the size of the marker.
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Figure 4: Results of template fits to measured 30pair distributions for pairs passing the muon preselections, the
(I0 sin \)pair requirement and the Fid-U selection (� < 0.06 and U < 0.012). Each panel represents a di�erent
centrality interval. The error bars shown on the data and the templates represent statistical uncertainties only.
For many of the points, the error bars are smaller than the size of the marker.

16

0 20 40 60 80
Centrality [%]

0

0.5

1

Si
gn

al
 fr

ac
tio

n

 > 4 GeV
T
p

 < 5 GeV 
T
p4 < 

 < 6 GeV 
T
p5 < 

 < 8 GeV 
T
p6 < 

 > 8 GeV 
T
p

ATLAS
-1Pb+Pb 5.02 TeV, 1.94 nb

<0.012)α<0.06, A (µµ→γγ
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which includes the UPC and Unassigned intervals. The error bars indicate statistical uncertainties only.

The numbers of signal and background pairs, #fid
sig and #

fid
bkg for a given fiducial selection and in a

given centrality and ?̄T interval are given by

#
fid
sig(cent, ?̄T) = 5

fid
sig (cent, ?̄T) ⇥ #

fid(cent, ?̄T),

#
fid
bkg(cent, ?̄T) =

h
1 � 5

fid
sig (cent, ?̄T)

i
⇥ #

fid(cent, ?̄T), (3)

where 5
fid
sig (cent, ?̄T) and #

fid(cent, ?̄T) are, respectively, the signal fraction and e�ciency-corrected
number of pairs satisfying a given fiducial selection in the specified centrality and ?̄T intervals.

Once the signal fractions 5
fid
sig (cent, ?̄T) are determined, the measured acoplanarity, :?, and �

distributions can be corrected by subtracting the contribution of background pairs. The shapes
of the background U and :? distributions are evaluated by selecting muon pairs passing the pair
preselections and having � > 0.06. This asymmetry requirement e�ectively removes contributions
from WW ! `

+
`
� pairs leaving, ostensibly, the HF-decay background. To determine the shape of

the background asymmetry distribution, pairs passing preselections and having U > 0.012 are used.
The resulting di�erential distributions in U, :?, and �, normalized to unit integral, are shown in
Figure 6. The U and :? distributions are found to be uniform within their statistical uncertainties, so
they are taken to be constants, ⇠HF, with values given by

⇠
U
HF =

#
fid-U
bkg

0.012
, ⇠

:?
HF =

#
fid-:?
bkg

150 MeV
,
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longitudinal planes, respectively. Muons are reconstructed by combining ID tracks with tracks
reconstructed in the muon spectrometer. The muons are required to pass the “medium” muon
selection requirements described in Ref. [37].

Opposite-sign muon pairs passing the following preselections are used for the analysis: each muon
has ?T > 3.7 GeV4 and |[ | < 2.4; the pair has a dimuon invariant mass less than 45 GeV; and
both muons must be matched in angular space to HLT-reconstructed muons. These kinematic
selections are largely determined by the acceptance of the MS; the mass restriction is applied to
avoid contamination from / boson decays.

To reduce the background from semileptonic decays of heavy-flavor hadrons, requirements are
imposed on the pointing of the muons to the vertex using a combination of the single-muon 30 and
I0 sin \ values (where sin \ is the polar angle of the muon track):

30pair ⌘
q
30

2
1 + 30

2
2,

(I0 sin \)pair ⌘
q
(I0 sin \)2

1 + (I0 sin \)2
2.

Distributions of 30pair and (I0 sin \)pair for pairs passing the above preselections are shown in Figure 1
in the left and right panels, respectively. Also shown for comparison are 30pair and (I0 sin \)pair

distributions for pairs passing a kinematic fiducial selection, described below, that suppresses the HF
decay contribution. The fiducial selection strongly suppresses the yield of pairs with large 30pair

and (I0 sin \)pair values that predominantly result from HF-decay background pairs. The following
selections are imposed on muon pairs used in the measurement:

30pair < 0.1 mm, (I0 sin \)pair < 0.2 mm.

These requirements reduce the yield of HF-decay pairs by a factor of ⇠2 while introducing an
ine�ciency for WW ! `

+
`
� pairs of .2%.

Following the methods of Ref. [1], candidate WW ! `
+
`
� pairs are obtained from those passing the

preselection and the 30pair and (I0 sin \)pair requirements by imposing stringent requirements on the
pair asymmetry and either the acoplanarity or the :? value. For this paper, two di�erent fiducial
selections are defined: � < 0.06 ^ U < 0.012 or � < 0.06 ^ :? < 150 MeV, labeled Fid-U and
Fid-:?, respectively. Both fiducial selections include the muon pseudorapidity and ?T requirements
and the pair mass constraints included in the preselections. The separate fiducial selections are
motivated by the HF and DY subtraction that is discussed later in Section 4.3. In particular, the
backgrounds are observed to be uniform as a function of U and :? as long as no requirement is
imposed on the other variable. However, because of the direct relationship between U and :? made
explicit in Eq. (1), a selection on U introduces a ?̄T-dependent constraint on :? and vice versa. A

4 This value is less than the thresholds applied in the muon trigger to account for di�erences in the muon momentum
measurement between the trigger and the o�ine reconstruction and to allow the maximum possible acceptance for pairs
having ?̄T near 4 GeV.

8

Pair d0 distributions fit to signal (STARlight+HIJING) and  
HF background (data-driven) templates to extract signal fraction 
for each centrality selection.


This method cannot estimate Drell-Yan contributions, which are 
estimated and subtracted using nPDF calculations


