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Future (possible) studies with the 
xFitter fitting framework



Ø The xFitter project (former HERAFitter) is a unique open-source QCD fit 
framework

Ø GitLab repository (open access)

Ø This code allows users to:
Ø extract PDFs from a large variety of data
Ø assess the impact of new data on PDFs
Ø check the consistency of experimental data
Ø test different theoretical assumptions

Ø Several active developers between experimentalists and theorists

Ø More than 100 publications obtained using xFitter since the beginning of the 
project

Ø List of recent analyses by the xFitter Developers’ Team:

The xFitter Project

MORE IN PREPARATION!
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https://www.xfitter.org/xFitter/xFitter
https://gitlab.cern.ch/fitters/xfitter
https://www.xfitter.org/xFitter/xFitter/results


Ø Parametrise PDFs at the initial scale:
Ø several functional forms available
Ø define PDF parameters to be minimised

Ø Evolve PDFs to the scales of the fitted data points: 
Ø DGLAP evolution up to NNLO in QCD and NLO QED (QCDNUM, APFEL, MELA) 
Ø non-DGLAP evolutions (dipole, CCFM)

Ø Compute predictions for the data points:
Ø several mass schemes available in DIS (ZM-VFNS, ACOT, FONLL, TR, FFNS)
Ø predictions for hadron-collider data through fast interfaces (APPLgrid, FastNLO)

Ø Comparison data-predictions via 𝜒!:
Ø multiple definitions available
Ø consistent treatment of the systematic uncertainties

Ø Minimise the 𝜒! w.r.t. the fitted parameters
Ø using MINUIT or by Bayesian reweighting

Ø Useful drawing tools – nice and colorful plots

Ø Last xFitter workshop in Orsay (9-11 March 2022)

xFitter in a nutshell

Gluon PDF
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https://indico.ijclab.in2p3.fr/event/7847/


xFitter release 2.2.0

Ø Release 2.2.0 released! (major update of evolution and reaction interfaces)

Ø Script to install xFitter and all its dependencies: install-xFitter

2.2.0
Future Freeze

https://www.xfitter.org/xFitter/xFitter/DownloadPage

GitLab
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xFitter release 2.0.0

https://www.xfitter.org/xFitter/
xFitter/DownloadPage

Ø By default, only final combined HERAI+II data are distributed

Ø getter-xfitter.sh script to download data with corresponding theory files

Ø In directory 'datasets' located all available files

21/03/2018 Francesco Giuli - University of Oxford

https://www.xfitter.org/xFitter/xFitter/DownloadPage
https://gitlab.cern.ch/fitters/xfitter-datafiles


New features in the xFitter 2.2 (master)

I Modular fit scheme with di↵erent components separated into C++ classes, defined using a
YAML steering file

I Profiler

I Improved LHAPDF6 input and output

I Support for CERES minimizer in addition to MINUIT

I Redesigned build system using cmake

Ø Significant changes in the internal 
structure 

Ø Re-written interfaces to minimizers, 
PDF parameterisation, 
decomposition, evolution and 
theory reactions 

Ø Large changes in the user interface

Ø Data handling, format and chi2 
calculation remain largely the 
same (but there are changes) 

Ø Nicely summarized in this talk by S. 
Glazov

Ø Picture taken from Ivan Novikov’s 
talk

Talking about the new release…
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https://indico.ijclab.in2p3.fr/event/7847/contributions/25261/attachments/18402/24518/xFitter_Glazov_orsay.pdf
https://indico.desy.de/event/25055/contributions/55814/attachments/36157/45265/status-master_1.pdf


Pion Fragmentation Functions
Ø To perform the extraction of pion fragmentation functions (FFs) from single 

inclusive electron-positron annihilation (SIA) + BELLE13/20 data

Ø SIA 𝑒!𝑒"
#∗,%

𝜋±𝑋 data allow to separate Δ𝑞 and ∆'𝑞

Ø Parametrization form: 

Ø We assume isospin symmetry 𝐷'(
" = 𝐷)*

(# and 𝐷+'(
" = 𝐷*(

#

Ø We assume the charge conjugate 𝐷,(
"
= 𝐷,(

# for all the flavour component

Ø We fit the flavour combinations 𝑖 = 𝑢!, 𝑑!, 𝑠!, 𝑐!, 𝑏! and 𝑔

Ø We parametrise FFs at a starting scale of 𝑄-. = 5 GeV2

Ø 19 free parameters in total

Ø Fitted distributions:                                                                              ( 𝒛 = 𝟐𝑬𝒉/ 𝒔 )
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related to the hadronic fragmentation function F
h
±

2 as2

d�
h
±

dz
(z,Q) = �0 F

h
±

2 (z,Q) , (1)

where �0=4⇡↵2
/Q

2 and ↵ is the electromagnetic
coupling.

The factorization theorem allows us to write the non-
perturbative hadronic fragmentation function F

h
±

2 as a
convolution of a perturbative coe�cient function Ci and
a non-perturbative partonic fragmentation function D

h
±

i

given by: [31–33]

F
h
±

2 (z,Q) =
X

i

Ci(z,↵s(Q))⌦D
h
±

i
(z,Q) , (2)

where we sum over parton flavors i = q, q̄, g. The
coe�cient functions Ci have been calculated up to
the NNLO accuracy in the MS scheme [34, 35]. The

non-perturbative partonic FFs D
h
±

i
are universal and

represent the number density for a hadron of type h
±

from parton i with momentum fraction z at scale Q. It
is the universal property of the FFs which will allow
us to extract these quantities by parameterizing their
functional form and fitting to experimental data.

To simplify the expansion of the hard scattering cross-
section, we choose the renormalization scale µR and
the factorization scale µF equal to the center-of-mass
energy;3 thus, we have µR = µF =

p
s ⌘ Q.

The scale dependence of the partonic FFs is described
by the DGLAP evolution equations, [36–39]

dD
h
±

i
(z,Q)

d ln(Q2)
= [Pij ⌦D

h
±

j
](z,Q) , (3)

where Pij are the perturbative time-like splitting
functions, and the convolution integral ⌦ is

[P ⌦D](z) =

Z 1

z

dy

y
P (y)D

✓
z

y

◆
. (4)

We solve the integro-di↵erential DGLAP equations
directly in z space using the APFEL package [40] which
provides NLO and NNLO accuracy.

Now that we have outlined the key elements of the SIA
cross section calculation, we next examine the framework
for our analysis, including the parameterization of the
non-perturbative FFs.

2
Here, we will follow the notation of Ref. [4], and the subscript

on Fh±
2 suggest an analogy with the F2 DIS hadronic structure

function.
3
To be more precise, in Eq. (2) the ↵S(µR) depends on

the renormalization scale µR, and the partonic fragmentation

function Dh±
i (z, µF ) depends on the factorizaton scale µF .

III. ANALYSIS FRAMEWORK

We will obtain the Fragmentation Functions (FFs)
by parameterizing their functional form in z and
then performing a fit by minimizing a �

2 function
in comparison with experimental data. In the
following, we detail the analysis framework including the
parameterization form, the fitting procedure, and the
uncertainty analysis.

A. FFs parametrization and assumptions

We parametrize the z dependence of the FFs at an
initial scale Q0 = 5 GeV which keeps us above mb, and
use the DGLAP equations to evolve to arbitrary Q scale.
The flexible parametric form we use is:

D
⇡
±

i
(z,Q0) =

Niz
↵i(1� z)�i [1 + �i(1� z)�i ]

B[2+↵i,�i+1]+�iB[2+↵i,�i+�i+1]
,

(5)

which has (maximally) five free parameters
{Ni,↵i,�i, �i, �i} per parton flavor. Here, B[a, b] is
the Euler beta function. For the charged pion FFs, we
fit the flavor combinations i = u

+
, d

+
, s

+
, c

+
, b

+ and g.
The beta functions in the denominator of Eq. 5 simply
ensures

R 1
0 dz zDi = Ni.

There are a number of constraints we can impose to
reduce the number of free parameters of the fit. From
the energy sum rule, we have the relation:

X

h

Z 1

0
dz zD

h

i
=

X

h

N h

i
= 1 , (6)

where h sums over all possible produced hadrons. For the
pion FFs (h = ⇡

±) this relation provides only an upper
bound, but if we expect the lighter pions carry most of
the parton momentum, then we have

N ⇡
±

i
< 1 , (7)

where i = g, q, q̄. Note, in Table I we report Nu+ where
u
+ = u+ ū, hence the limit on this quantity is Nu+ < 2.
Thus, we will use four shape parameters {↵i,�i, �i, �i}

together with the normalization parameter Ni to fit our
FFs.
For the ⇡

+ FFs, we assume isospin symmetry
for the favored (u, d̄) and unfavored (ū, d)
components [4, 14, 15]:

D
⇡
+

u
= D

⇡
+

d̄

D
⇡
+

ū
= D

⇡
+

d
. (8)

We can also use charge conjugation to relate the above
⇡
+ FFs to the ⇡

� FFs:

D
⇡
+

i
= D

⇡
�

i
, i = u

+
, d

+
, s

+
, c

+
, b

+
, g . (9)

Theoretical Framework
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e� + e+ �,Z 0
���! ⇡±X (SIA)

d�h

dz
, 1
�tot

d�h

dph
, s

�
d�h

dz
, 1
��tot

d�h

dz
, ...

• Data selection:
1. Inclusive SIA,
2. Inclusive SIA 4-Flavor,
3. uds tagged,
4. c and b tagged,

• Parameterization form:

D
⇡±
i

(z,Q0) =
Ni z

↵i (1 � z)�i [1 + �i (1 � z)�i ]

B[2+↵i ,�i+1]+�i B[2+↵i ,�i+�i+1]
,

• Q2
0 = 5GeV 2

• We fit the flavor combinations i = u+, d+, s+, c+, b+ and g.

• Theoretical observable ( APFEL )
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https://inspirehep.net/literature/1864814


Ø Several fits ran:
Ø Fit A focuses on the impact of BELLE13 data (no BELLE20 data)
Ø Fit B focuses on the impact of BELLE20 data (no BELLE13 data)
Ø Fit C focuses on the impact of BELLE20 data without BaBar set (no BELLE13 data)
Ø Fit D focuses on the impact of low-z BELLE20 data (No BELLE13 and BaBar data) – z > 

0.2
Ø Fit E focuses on the impact of low-z BELLE20 and BaBar data (no BELLE 13 data) – z > 

0.2 (BELLE20) and z > 0.1 (BaBar)

Ø The inclusion of higher-order                                                                                    
QCD corrections noticeably                                                                                    
improves the quality of our fits

Ø Fits performed with enhanced                                                                                
tolerance T = ∆𝜒.= 20

Ø FFS NLO and NNLO uncertainty                                                                                   
bands overlap à perturbative                                                                                
uncertainties are under control                                                                                  
(and reasonable choice of T)

13

ALEPH
OPAL

TASSO12

TASSO14

TASSO22

TASSO34

TASSO44
TPC

DELPHI

DELPHI_b

DELPHI_uds
SLD

SLD_uds

SLD_b
SLD_c

BABAR

Belle
13/B

elle
20

0

0.5

1

1.5

2

2.5

3

3.5

4

Fit A (NNLO)

Fit B (NNLO)

Fit E (NNLO)

χ
 2

 /
d
o
f

FIG. 1. The �2/dof for each individual experiment for Fits A, B, and E. The data used in the Fit A are in blue, Fit B is red,
and Fit E is green. The numerical results for all fits (A,B,C,D,E) are listed in Table II. For reference, (green) guide lines are
shown for a �2/dof of 1 and 3.
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Pion Fragmentation Functions
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FIG. 9. A comparison of our preferred Fit E [IPMx] as well as Fit B for charged pion FFs (⇡++⇡�) at NNLO with results
from the literature at Q2 = 100 GeV2. We display NNFF1 [4] at NNLO, JAM19 [13] at NLO, DSEHS [5] at NLO, with their
uncertainties at Q2 = 100 GeV2. Note, discretion is necessary when interpreting the very low z region as the extrapolation of
the FF grids extends beyond the region fitted in the individual analyses. For example, the JAM19 focus was on SIDIS in the
region z & 0.2, and NNFF1 used a lower kinematic cut of zmin=0.02 for Q=MZ and 0.075 for Q < MZ . While Fit E is our
preferred fit, we also display Fit B to highlight the impact of the low z cuts.

Ø Comparison with NNLO NNFF1 and NLO JAM19 and DSEHS14

Ø Generally compatible with NNFF1 and DSEHS14 at larger z, but they differ at 
low-z (more pronounced for Fit E)

Ø The gluon is generally compatible with NNFF1 (larger uncertainties)

Ø FFs generally have a different behaviour as compared to JAM19 – they have 
much steeper slope at low-z for quarks, with the gluon lying above our curves 
for intermediate- to larger-z
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FIG. 9. A comparison of our preferred Fit E [IPMx] as well as Fit B for charged pion FFs (⇡++⇡�) at NNLO with results
from the literature at Q2 = 100 GeV2. We display NNFF1 [4] at NNLO, JAM19 [13] at NLO, DSEHS [5] at NLO, with their
uncertainties at Q2 = 100 GeV2. Note, discretion is necessary when interpreting the very low z region as the extrapolation of
the FF grids extends beyond the region fitted in the individual analyses. For example, the JAM19 focus was on SIDIS in the
region z & 0.2, and NNFF1 used a lower kinematic cut of zmin=0.02 for Q=MZ and 0.075 for Q < MZ . While Fit E is our
preferred fit, we also display Fit B to highlight the impact of the low z cuts.
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More on mesons PDF
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Ø Charged pion PDF studied in PRD 102 (2020) 014040

Ø CV ~ 1 (but some theories predict CV ~ 2) 

Ø It is not possible to uniquely determine the exact (1 − x )-exponent given the 
present data – A. Courtoy, P. Nadolsky

Main idea: New parameterization methods 
for mesons PDF fits

The new modular xFitter 2.2 version was a 
HUGE help for this project

More onmesons PDF
28/02/23 Francesco Giuli - francesco.giuli@cern.ch 9

Ø Charged pion PDF studied in PRD 102 (2020) 014040

Ø CV ~ 1 (but some theories predict CV ~ 2) 

Ø It is not possible to uniquely determine the exact (1 − x )-exponent given the
present data – A. Courtoy, P. Nadolsky

Main idea: New parameterization 
methods for mesons PDF fits

The new modular xFitter 2.2 
version was a HUGE help for this 
project

https://arxiv.org/abs/2002.02902
https://scipost.org/SciPostPhysProc.8.063/pdf
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Fantômas4QCD: advanced polynomial 
parametrisations

L. Kotz, M. Chavez, A. Courtoy, P. Nadolsky, F. Olness, V. Purohit, 2023  

PRELIMINARY

Parametrize PDFs using Bézier curves 𝐵 0 (𝑥; 𝑎) = ∑12-0 𝑎1!.
𝑛
𝑘 𝑥1 1 − 𝑥 0"1

A metamorph 𝑓 𝑥 ≡ 𝑎-𝑥3$ 1 − 𝑥 3% 𝐵 0 (𝑥4&; 𝑎)

Ø Metamorphs can mimic a variety of 
behaviors of PDFs and their 
uncertainties. A versatile alternative to 
neural networks!

Ø The shape of a metamorph is 
computed from function values at 
user-specified control points

Ø The carrier component controls 
asymptotic limits at 𝑥 → 0 and 𝑥 → 1

Ø L. Kotz's talk for more details (WG1)

carrier

https://indico.cern.ch/event/1199314/contributions/5193101/


xFitter usage in the HEP comunity
Ø xFitter is the tool of choice for PDF/QCD analyses by the LHC Collaborations

Ø ATLAS:
Ø PDF fit from diverse ATLAS data at 𝑠 = 7, 8 and 13 TeV - EPJC 82 (2022) 5 438

Ø Drell-Yan phenomenology:
Ø PDF impact of AFB in NC Drell-Yan events - JHEP 10 (2019) 176
Ø PDF sensitivity of the longitudinal Z-boson polarisation - Phys.Lett.B 821 (2021) 136613
Ø PDF sensitivity to AFB and AW in Drell-Yan for Precision EW Measurements and New 

Physics Searches - Nucl.Phys.B 968 (2021) 115444
Ø Enhancing the LHC sensitivity to broad W’/Z’ resonances of new gauge sectors -

JHEP 02 (2022) 179, 2211.06188

Ø Important contribution in several ongoing activities of the LHC EW WG:
Ø Correlations between different PDFs trough pseudo-data fits
Ø ATLAS/CMS/LHCb 𝐬𝐢𝐧𝟐 𝜽𝒆𝒇𝒇𝒍 pseudo data and combination exercise
Ø Tevatron/ATLAS (and in future LHCb and CMS) 𝒎𝑾 combination

Ø 𝜶𝑺 extraction from Z boson transverse momentum distribution - 2203.05394, 
ATLAS-CONF-2023-015
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https://inspirehep.net/literature/1994965
https://inspirehep.net/literature/1744451
https://inspirehep.net/literature/1837472
https://inspirehep.net/literature/1852306
https://inspirehep.net/literature/1970953
https://arxiv.org/abs/2211.06188
https://arxiv.org/abs/2203.05394
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-015/


xFitter and EIC
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Novel small x dynamics

9

Why are we interested in small x? (phenomenological answer)

QCD collinear factorization: y = Y �
1
2 log x1

x2

d�

dQ2dY dpt...
'

X

i,j=g,q

Z 1

⌧
dx1

Z 1

⌧
dx2 fi

�
x1, Q

2�
fj

�
x2, Q

2�
Cij

✓
⌧

x1x2
, y, pt, ..., ↵s

◆

proton proton

p2p1 x1p1 x2p2
fi(x1,Q2) fj(x2,Q2)

Cij(z,αs)

parton i parton j

x1, x2 can get as small as ⌧ =
Q

2

s
(note: typical values x1, x2 ⇠

p
⌧ )

⌧ Higgs Z, W low mass DY cc̄

LHC (13 TeV) 10�4 5 ⇥ 10�5
⇠ 10�6

⇠ 10�7

FCC-hh (100 TeV) 1.5 ⇥ 10�6 8 ⇥ 10�7
⇠ 10�8

⇠ 10�9

FCC-hh probes roughly two orders of magnitude smaller x

Marco Bonvini Resolving parton dynamics at small x at FCC-eh 3

• small x – various phenomena may 
occur which go beyond standard 
DGLAP QCD evolution:

• BFKL, connected to small x resummation
of             terms

• gluon recombination ➙ non-linear 
evolution, parton saturation

Theory “problems” we expect at small x

Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e�ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x, Q2
0) = A(1 � x)�x�

�
1 +

n�

i=1

aiT
Ch
i (y(x))

�
, (1)

where Q2
0 = 1 GeV2 is the input scale, and TCh

i (y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, �, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S � 2(ū + d̄) + s + s̄. (2)

For s+ � s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di�erence in

6

H1 and ZEUS
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Figure 83: The structure function F̃2 as extracted from the measured reduced cross sections for
four values of Q2 together with the predictions of HERAPDF2.0 NLO. The bands represent the
total uncertainty on the predictions.
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Gluon and sea-quark PDFs grow at small x ) DIS cross section grows

At su�ciently small x, the density of partons becomes too high for linear evolution to be
still valid ) saturation

Moreover, at small x the presence of log 1
x

contributions in perturbative coe�cients
make fixed-order results unreliable ) small-x resummation
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Why are we interested in small x? (phenomenological answer)

QCD collinear factorization: y = Y �
1
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FCC-hh probes roughly two orders of magnitude smaller x
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central rapidity ↑

• unprecedented opportunity to explore 
small x with LHeC/FCC-eh

• ×15/120 extension in 1/x cf. HERA

Anna Staśto, Small x physics at the LHeC and FCC-eh, DIS2021, April 15  2021

Novel dynamics at small x: saturation
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Figure 4.1: Schematic view of the di↵erent regions for the parton densities in the lnQ2
�

ln 1/x plane. See the text for comments.

and showed a slow convergence of the perturbative series in the high-energy, or small-x
regime. Therefore, generically one expects deviations from fixed-order DGLAP evolution in
the small-x and small-Q regime which call for a resummation of higher orders in perturbation
theory.

Extensive analyses have been performed in the last few years [224–229], which indeed
point to the importance of resummation to all orders. Resummation should embody impor-
tant constraints like kinematic e↵ects, momentum sum rules and running coupling e↵ects.

Several important questions arise here, such as the relation and interplay of the resum-
mation and the non-linear e↵ects, and possibly the role of resummation in the transition
between the perturbative and non-perturbative regimes in QCD. Precise experimental mea-
surements in extended kinematic regions are needed to explore the deviations from standard
DGLAP evolution and to quantify the role of the resummation at small x.

Saturation in perturbative QCD

The original approach to implement unitarity and rescattering e↵ects in high-energy hadron
scattering was developed by Gribov [56, 207, 230]. Models based on this non-perturbative
Regge-Gribov framework are quite successful in describing existing data on inclusive and
di↵ractive ep and eA scattering (see e.g. [231, 232] and references therein). However, they
lack solid theoretical foundations within QCD.

On the other hand, attempts have been going on for the last 30 years to implement
parton rescattering or recombination2 in perturbative QCD in order to describe its high-
energy behaviour. In the pioneering work in [210, 233], a non-linear evolution equation in
lnQ2 was proposed to provide the first correction to the linear equations. A non-linear term
appeared, which was proportional to the local density of colour charges seen by the probe
(the virtual photon).

An alternative, independent approach was developed in [234], where the amplitudes for

2Note that the rescattering and recombination concepts correspond to the same physical mechanism
viewed in the rest frame and the infinite momentum frame of the hadron, respectively.

105

Figure 4.9: The kinematic coverage of the NC e
�

p scattering pseudodata at the LHeC, where the blue
(red) points indicate those bins for which DGLAP (saturation) predictions are available.

Results and discussion

Using the analysis settings described above, we have carried out the profiling of PDF4LHC15
with the LHeC inclusive structure function pseudodata, which for x  10�4 (x > 10�4) has
been generated using the GBW saturation (DGLAP) calculations, and compare them with the
results of the profiling where the pseudodata follows the DGLAP prediction. We have generated
Nexp = 500 independent sets LHeC pseudodata, each one characterised by di↵erent random
fluctuations (determined by the experimental uncertainties) around the underlying central value.

To begin with, it is instructive to compare the data versus theory agreement, �
2
/ndat, between

the pre-fit and post-fit calculations, in order to assess the di↵erences between the DGLAP and
saturation cases. In the upper plots of Fig. 4.10 we show the distributions of pre-fit and post-fit
values of �

2
/ndat for the Nexp = 500 sets of generated LHeC pseudodata. We compare the results

of the profiling of the LHeC pseudodata based on DGLAP calculations in the entire range of
x with those where the pseudodata is based on the saturation model in the region x < 10�4.
Then in the bottom plot we compare of the post-fit �

2 distributions between the two scenarios.
Note that in these three plots the ranges in the x axes are di↵erent.

From this comparison we can observe that for the case where the pseudodata is generated using
a consistent DGLAP framework (PDF4LHC15) as the one adopted for the theory calculations
used in the fit, as expected the agreement is already good at the pre-fit level, and it is further
improved at the post-fit level. However the situation is rather di↵erent in the case where a
subset of the LHeC pseudodata is generated using a saturation model: at the pre-fit level the
agreement between theory and pseudodata is poor, with �

2
/ndat ' 7. The situation markedly

improves at the post-fit level, where now the �
2
/ndat distributions peaks around 1.3. This result

implies that the DGLAP fit manages to absorb most of the di↵erences in theory present in
the saturation pseudodata. This said, the DGLAP fit cannot entirely fit away the non-linear
corrections: as shown in the lower plot of Fig. 4.10, even at the post-fit level one can still tell
apart the �

2
/ndat distributions between the two cases, with the DGLAP (saturation) pseudodata

86

Test for saturation potential at LHeC: 

Simulated pseudodata with saturation at low x  

In the rest of kinematic range use DGLAP to simulate the data 

Perform the fits of DGLAP to these data and check the tension/agreement 

M. Bonvini, 4th FCC workshop, CERN, November 2020

Global analyses 

perfo
rm

ed here

Ø Exploring QCD in extreme limits

Ø SURGE collaboration
Ø Current PDF analyses use 

“standard” DGLAP

Ø Extend analyses into extreme 
limits of QCD

Ø Include additional effects into 
PDF fits

Ø This can all be done with xFitter! 
Thanks to its modular framework

To unequivocally:
- establish saturation
- perform comprehensive global 

analysis minimizing uncertainties
- extracting universal building 

blocks of high energy factorization

https://www.bnl.gov/physics/surge/
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Table 6 The proton structure function FL (x, Q2) obtained by averag-
ing FL data from Table 5 at the given values of Q2 and x .!stat ,!uncor,
!cor and !tot are the statistical, uncorrelated systematic, correlated
systematic, and total uncertainty on FL , respectively

Q2 (GeV2) x FL !stat !uncor !cor !tot

1.5 0.279 × 10−4 0.088 0.113 0.186 0.053 0.224

2.0 0.427 × 10−4 0.127 0.039 0.074 0.044 0.095

2.5 0.588 × 10−4 0.156 0.025 0.050 0.053 0.077

3.5 0.877 × 10−4 0.227 0.021 0.049 0.040 0.067

5.0 0.129 × 10−3 0.314 0.022 0.055 0.045 0.074

6.5 0.169 × 10−3 0.264 0.023 0.058 0.050 0.080

8.5 0.224 × 10−3 0.216 0.025 0.062 0.051 0.084

12 0.319 × 10−3 0.324 0.026 0.051 0.044 0.072

15 0.402 × 10−3 0.266 0.027 0.051 0.042 0.071

20 0.540 × 10−3 0.327 0.029 0.053 0.040 0.072

25 0.687 × 10−3 0.282 0.029 0.061 0.037 0.077

35 0.958 × 10−3 0.213 0.035 0.059 0.040 0.080

45 0.121 × 10−2 0.303 0.043 0.060 0.044 0.086

60 0.157 × 10−2 0.315 0.051 0.060 0.044 0.090

90 0.243 × 10−2 0.125 0.061 0.062 0.039 0.095

120 0.303 × 10−2 0.198 0.054 0.077 0.029 0.098

150 0.402 × 10−2 0.264 0.044 0.068 0.035 0.088

200 0.541 × 10−2 0.150 0.056 0.073 0.034 0.099

250 0.736 × 10−2 0.196 0.061 0.075 0.033 0.102

346 0.986 × 10−2 0.039 0.059 0.057 0.029 0.087

636 0.184 × 10−1 0.152 0.066 0.045 0.020 0.082
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Fig. 8 The proton structure function FL averaged over x at different
Q2 (solid points). The average value of x for each Q2 is given above each
data point. The inner error bars represent the statistical uncertainties,
the full error bars include the statistical and systematic uncertainties
added in quadrature, including all correlated and uncorrelated uncer-
tainties. The FL measurements by ZEUS are also shown (open points).
The data are compared to NNLO predictions from a selection of PDF
sets as indicated

the NLO HERAPDF1.5 QCD fit is also shown. A reasonable
agreement between the gluon density as extracted from the
direct measurement of FL based on the approximate relation
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Fig. 9 The ratio R(Q2) averaged over x in the region 1.5 ≤ Q2 ≤
800 GeV2 (solid points). The error bars represent the full errors as
obtained by the Monte Carlo procedure described in the text. The ZEUS
data are also shown (open symbols). The ZEUS data point at Q2 =
45 GeV2 is slightly shifted for better visibility of the erros. The solid
curve represents the prediction from the HERAPDF1.5 NNLO QCD fit
and its uncertainty for

√
s = 225 Gev2 and y = 0.7. The additional

dashed and dotted curves show the variations of R in the region of x
where the data are sensitive to this quantity
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Fig. 10 The gluon density xg(x, Q2) averaged over x in the region
1.5 ≤ Q2 ≤ 800 GeV2 (solid points). The average value of x for each
Q2 is given above each data point. The inner error bars represent the
statistical uncertainties, the full error bars include the statistical and sys-
tematic uncertainties added in quadrature, including all correlated and
uncorrelated uncertainties. The shaded regions represent the prediction
from the HERAPDF1.5 NLO QCD fit. The dashed line corresponds
to xg as obtained by applying Eq. 8 to the FL prediction based on the
HERAPDF1.5 NLO QCD fit

with the gluon derived indirectly from scaling violations is
observed.

6 Conclusions

The unpolarised neutral current inclusive DIS cross section
for ep interactions are measured at two centre-of-mass ener-

123

Gluon PDF:
Ø Differences: DGLAP, BFKL, 

saturation
Ø Diferent {x, Q2, A} dependence
Ø Large uncertainties: EIC can 

improve

Longitudinal Structure Function FL:
Ø Current theory is challenged
Ø Gluon strongly influences FL

Ø Older xFitter-based analyses: 
small-x resummation, dipole
and tensor pomeron models

Ø Large uncertainties: EIC can 
improve

1312.4821
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tolerance criterion, as discussed in Sec. 2.

4 CT18X saturation and CT18sx small-x resummation

In DIS at Bjorken xB < 10�3 and momentum transfer Q of a few GeV, on the general grounds
one expects enhanced small-x logarithmic contributions and eventually partonic saturation1.
In the fixed-order NNLO fits, the factorization scale dependence of the DIS cross sections
becomes large as xB becomes small. By choosing a factorization scale in DIS that depends
on xB in a fixed-order fit [1], one can obtain the PDFs that are similar to those from the fits
that implement small-x corrections.

To complement the default general-purpose CT18 PDF ensemble, our group has published
two alternative ensembles, CT18X and CT18Z, in which the xB-dependent factorization scale
for the DIS cross sections was set to µ2

F,DIS
= 0.82

�
Q2 + (0.3 GeV2)/x0.3B

�
. The form of µ2

F,DIS

is motivated by the partonic saturation [29], and its parameters were determined from a fit.
In the x-Q region accessed at HERA, the modifications in the CT18X PDFs with respect
to CT18 are like the ones observed in the fits with the next-to-leading-logarithmic (NLLx)
BFKL resummation [30, 31]. Yet, in cosmic-ray experiments and future DIS at xB below
10�5, one generally expects the nonlinear saturation to behave di↵erently from its BFKL
approximation [32]. It is therefore important to have several PDF models to estimate the
range of theoretical predictions at the smallest xB.

To explore this issue, we used the public package HELL [33, 34] interfaced with APFEL [35]
to obtain CT18sx PDFs by evolving the initial CT18 NNLO PDFs from the initial scale 1.3
GeV using the NLLx+NNLO, rather than NNLO evolution. We then computed the small-x
resummed (NLLx) structure functions F (⌘ F2 or FL) for the CT18sx fit by starting from
the NNLO ones in the SACOT-� [36, 37] heavy-quark scheme with a K-factor approach:

FNLLx, SACOT(CT18sx) = FNNLO, SACOT(CT18)
FNLLx(CT18sx)

FNNLO(CT18)| {z }
⌘K1,FONLL

. (2)

1We remind the reader of a subtle distinction: the Bjorken fraction, xB = Q2/2p · q, is reconstructed from
experimental data while x is the light-front fraction of the hadron’s momentum carried by the struck parton;
at Born-level, we take x ⇡ xB .
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Figure 5: CT18, CT18X, and CT18sx NNLO gluon PDFs at Q = 2 and 10 GeV.
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Conclusion & outlook
Ø The xFitter project (former HERAFitter) is a unique open-source QCD fit 

framework

Ø With its flexibility and modular structure, easy to use – Future Freeze 2.2.0 out!

Ø Improved user interface for more flexible PDF parametrisation and adding 
new processes, QCD + EW fits, (SM)EFT interpretation, etc.

Ø Interfaced with APFEL/APFEL++ à TMD phenomenology and FO predictions 
matched to small-𝑞6 resummed calculations (SIDIS)

Ø NNLO grids can be used in xFitter à consistent set of predictions - APPLfast

Ø Foreseen future physics (low-x phenomenology, nuclear PDF, FFs, etc.)

Ø Fits of PDFs with resummation scale variations - 2202.03380

Ø Heavy flavour and quarkonia production (HEFTY Collaboration)

Ø Nice summary of xFitter capabilities submitted to Snowmass
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Results obtained with xFitter
DIS inclusive processes (𝒆𝒑) Drell-Yan processes (𝒑𝒑, 𝒑$𝒑)

Jet production (𝒆𝒑, 𝒑𝒑, 𝒑$𝒑)
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    W+c @ 8 TeV 9

W+c production @ 8 TeV, 
19.7 fb-1 data (2012) 
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arXiv:2112.00895

QCD ANALYSIS: RESULTS

Strangeness suppression factor agrees with earlier CMS results and 
other NLO PDF sets
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Figure 11: ATLASpdf21 G6 PDF compared with G6 for fits not including various data sets. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: not including the direct-photon production ratio data
taken at 13 and 8 TeV. Right: not including inclusive jet data at 8 TeV.

13 TeV (left) or only the CC̄ data at 8 TeV (right). It is clear that the data at 8 TeV have the stronger impact
on the shape of the G6 PDF but both data sets contribute to a modest reduction in the uncertainties.

5.2.4 Impact of photon data and inclusive jet data

There is little impact from the addition of the direct-photon production ratio data apart from a marginal
softening of the high-G gluon distribution as shown in Figure 11 (left). However, it is notable that these
data can now be well fitted at NNLO in QCD, given that they have been excluded from PDF fits for the last
20 years because of poor fits to lower-energy data [59, 73]. There is minimal tension with other data sets.

The principal impact of the inclusive jet data is on the gluon PDF. The main e�ect is a considerable
decrease in high-G gluon uncertainties, with a mild hardening of the gluon PDF at high G, as shown in
Figure 11 (right). There is minimal tension with other data sets.

5.3 Model, theoretical and parameterisation uncertainties

Additional uncertainties a�ecting the PDFs are presented in this section. These are classified as either
model, theoretical or parameterisation uncertainties.

5.3.1 Model and theoretical uncertainties

Model uncertainties include e�ects due to variations of the heavy-quark masses input to the TRVFN
heavy-quark-mass scheme, the minimum &

2 cut on the HERA data and the value of the starting scale
for evolution. The minimum &

2 cut was varied in the range 7.5 < &
2
min < 12.5 GeV2 and the starting

31
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Pion Fragmentation Functions
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FIG. 3. A comparison of the NNLO results for Fit A (with BELLE13) and Fit B (with BELLE20) analyses at Q2
0 = 25 GeV2.
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FIG. 4. A comparison of BELLE13, BELLE20, and BaBar for Fits A, B, and C. (Not all data sets are included in each fit.)
Ø Theoretical predictions entirely consistent with the experimental data – partly 

due to larger uncertainties (BELLE13)

Ø Fits yield a good description of the data with the exception of the low-z region
(BELLE20 and BaBar)

Ø BELLE and BaBar data sets appear to pull the fit in opposite directions - 𝜒.(Fit B) 
for BELLE20 is 82/32 vs 𝜒.(Fit C) for BELLE20 is 32/32

Ø The effect of excluding low-z data is dramatic - 𝜒./dof ~ 1.2 (similar cuts 
applied in JAM19)
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Ø Pion structure is poorly studied experimentally

Ø Currently available pion PDF sets in LHAPDF6 are provided without error bands

Ø Data from E615, NA10 and                                                                                        
WA70 experiments (di-muon                                                                                         
and direct photon production)

Ø Charge symmetry 𝑑 = '𝑢 and SU(3)-symmetric sea 𝑢 = 𝑑̅ = 𝑠 = 𝑠̅ at the initial 
scale 𝑄-. = 1.9 GeV2

Ø The 𝐴7 and 𝐴8 parameters are determined by the sum rules:

Charged Pion PDF

Decomposition and parameterisation at initial scale

To parameterize PDFs of ⇡�, assume at the initial scale Q
2
0 = 1.9 GeV2 charge

symmetry: d = ū, and SU(3)-symmetric sea: u = d̄ = s = s̄.

v := (d � d̄)� (u � ū), xv(x) = Avx
Bv (1� x)Cv (1 + Dvx

5
2 ),

S := 2u + 2d̄ + s + s̄ = 6u, xs(x) = ASx
BS (1� x)CS ,

g := g , xg(x) = Agx
Bg (1� x)Cg .

The Av and Ag parameters are determined by the sum rules:

Z 1

0
v(x)dx = 2,

Z 1

0
x(v(x) + S(x) + g(x))dx = 1.

Initial fits failed to determine all sea and gluon parameters simultaneously, so we
fixed Cs = 8,Cg = 5.
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I. EXPERIMENTAL DATA81

Our analysis is based on Drell-Yan data from NA10 [30]82

and E615 [31] experiments, and on photon production83

data from the WA70 [32] experiment. The NA10 and84

E615 experiments studied scattering of a ⇡� beam o↵85

a tungsten target, with E⇡ = 194, 286 GeV in the NA1086

experiment and E⇡ = 252 GeV in the E615 experiment.87

The WA70 experiment used ⇡± beams and a proton target.88

The ⌥-resonance range, which corresponds to bins with89 p
⌧ 2 [0.415, 0.484], were excluded from the analysis.90

Here
p
⌧ = mµµ/

p
s, mµµ is the invariant mass of the91

muon pair, and
p
s is the center-of-mass energy of pion-92

nucleon system.93

FIG. 1. Leading order Feynman diagrams for the considered94

processes: Drell-Yan dimuon production (left) and direct95

photon production (center and right).96

Leading order Feynman diagrams for the considered97

processes are shown in Fig. 1. The Drell-Yan data98

constrain the valence distribution relatively well, but are99

not sensitive to sea and gluon distributions. The prompt100

photon production data complement the DY data by101

providing some sensitivity to the gluon distribution,102

but have smaller statistics and large uncertainties in103

comparison to the DY data.104

II. PDF PARAMETERISATION105

We choose to parameterise the ⇡� PDFs xf(x,Q2) at
an initial scale Q2

0 = 1.9 GeV, just below the charm mass
threshold. Neglecting electroweak corrections and quark
masses, we assume charge symmetry: d = ū, and SU(3)-
symmetric sea: u = d̄ = s = s̄. Under these assumptions,
pion PDFs are reduced to three distributions: total
valence v, total sea S, and gluon g:

v = (d� d̄)� (u� ū) = 2(d� u) = 2dv,

S = 2u+ 2d̄+ s+ s̄ = 6u,

g = g,

which we parameterise using a generic form:

xv(x) = Avx
Bv (1� x)Cv (1 +Dvx

↵),

xS(x) = ASx
BS (1� x)CS ,

xg(x) = Agx
Bg (1� x)Cg .

The B-parameters determine the low-x behavior, and
C-parameters determine the high-x behavior. Quark-
counting and momentum sum rules have the following

form for ⇡�:
Z 1

0
v(x)dx = 2,

Z 1

0
x(v(x) + S(x) + g(x))dx = 1. (1)

The sum rules determine the values of parameters Av and106

Ag, respectively. The constant factors in the definitions107

of v, S, g were chosen in such a way, that hxvi, hxSi, hxgi108

are momentum fractions of pion carried by the valence109

quarks, sea quarks, and gluons, respectively (here hxfi =110 R 1
0 xf(x)dx).111

The extension Dvx↵ was introduced in xv(x) to mit-112

igate possible bias due to inflexibility of the chosen113

parameterisation. This extension was omitted in the114

initial fits (Dv = 0). Afterwards, a parameterisation115

scan was performed by repeating the fit with free Dv116

and di↵erent fixed values of parameter ↵. Of the tried117

extensions of xv(x), only ↵ = 5
2 has improved the quality118

of the fit noticeably (see Table I and Section V for119

discussion). The additional free parameter Dv changes120

the shape of the valence distribution only slightly (Fig.121

2). Similar attempts to add more parameters of the122

form (1 + Dvx↵ + Evx�) did not result in significant123

improvement of �2. The final presented results use a124

free Dv and ↵ = 5
2 .125

TABLE I. Fitted parameter values and �2. First column126

corresponds to the fit with Dv = 0. Second column shows127

results of the fit with free Dv and ↵ = 5
2 . The uncertainties128

of parameter values were esimated using the Hessian method129

(corresponding to ”experimental” uncertainties discussed in130

V). The CS and Cg parameters were fixed. The valence and131

gluon normalization parameters Av and Ag were not fitted,132

but were determined based on sum rules (Eq.(1)) and values133

of the fitted parameters.134

Dv=0 free Dv

�2/NDoF 480/374=1.28 474/373=1.27
Av 1.41 0.98
Bv 0.80± 0.03 0.69± 0.04
Cv 0.96± 0.03 0.31± 0.09
Dv 0 �0.91± 0.05
AS 14 ± 5 20 ± 7
BS 0.9 ± 0.2 1.0 ± 0.2
CS 8 8
Ag 425 431
Bg 4.5 ± 0.9 4.5 ± 0.8
Cg 5 5

135

136

137138

III. CROSS-SECTION CALCULATION139

PDFs are evolved up from the starting scaleQ2
0 by solv-140

ing the DGLAP equations numerically using QCDNUM [33].141

The evolution is performed using the variable flavor-142

number scheme with quark mass thresholds at mc =143

1.43 GeV, mb = 4.5 GeV. Predicted cross-sections are144

calculated as a convolution of the evolved pion PDFs145

with a precomputed grid and PDFs of a proton or146
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Charged Pion PDF

Ø PDFs with full uncertainties (e.g. 𝛼9, 𝑄-., 𝜇: variations)

Ø Parametrisation uncertainties considered as well (e.g. fixing 𝐶8 or 𝐶;)

Ø 𝜇: variation has the strongest impact

Ø Valence distribution is well-constrained 

Ø Hard to determine sea and gluon distributions

3

FIG. 2. The valence distribution when using minimal pa-
rameterisation (Dv = 0) and the extended parameterisation
with free Dv. The shown uncertainty bands were determined
using the Hessian method (corresponding to “experimental”
uncertainties discussed in Section V). High-x behavior is
linear in (1� x).

APPLgrid [34] package was used for these calculations.134

The grids are generated using the MCFM [35] generator.135

For Drell-Yan, the invariant mass of the lepton pair136

was used for the renormalisation and factorisation scales,137

namely µR = µF = mll. For prompt photon production,138

the scale was chosen as the transverse momentum of the139

prompt photon, namely µR = µF = pT (�).140

We verified that the grid binning was su�ciently fine141

by comparing the convolution of the grid with the PDFs142

used during grid generation and a reference cross-section143

produced during grid generation. The deviation from144

the reference cross-section, as well as estimated statistical145

uncertainty of the predictions, are an order of magnitude146

smaller than the uncertainty of the data. This check was147

performed for each data bin.148

Both the evolution and cross-section calculations are149

performed at next-to-leading order (NLO). The calcula-150

tion for prompt photon production include only direct151

photon production, neglecting contributions of fragmen-152

tation photons. For the tungsten target, nuclear PDFs153

from nCTEQ15 [36] determination were used. In case of154

proton target, PDFs of ref. [37] were employed (which155

were also used as the baseline in the nCTEQ15 study). The156

use of another popular nuclear PDF set EPPS16 [38] was157

omitted because their fit used the same pion-tungsten158

DY data as the present analysis. Considering ⇡�N data,159

EPPS16 fitted PDFs of tungsten using fixed pion PDFs160

from an old analysis by GRV [22].161

IV. STATISTICAL TREATMENT AND162

ESTIMATION OF UNCERTAINTIES163

The PDF parameters are found by minimizing the �2
164

function defined as165

�2 =
X

i

(di � t̃i)2

�
�systi

�2
+

✓q
t̃i
di
�stati

◆2 +
X

↵

b2↵, (2)

where i is the index of the datapoint and ↵ is the166

index of the source of correlated error. The measured167

cross-section is denoted by di, with �systi and �stati being168

respectively the corresponding systematic and statistical169

uncertainties. ti-s represent the calculated theory predic-170

tions, and t̃i = ti (1 +
P

↵ �i↵b↵) are theory predictions171

corrected for the correlated shifts. �i↵ is the relative172

coe�cient of the influence of the correlated error source173

↵ on the datapoint i, and b↵ is the nuisance parameter174

for the correlated error source ↵.175

The error rescaling �̃stat =
q

t̃i
di
�stat is used to correct176

for Poisson fluctuations of the data. Since statistical177

uncertainties are typically estimated as a square root of178

the number of events, a random statistical fluctuation179

down in the number of observed events leads to a180

smaller estimated uncertainty, which gives such points181

a disproportionately large weight in the fit. The error182

rescaling corrects for this e↵ect.183

The nuisance parameters b↵ are used to account for184

correlated uncertainties. In our analysis the correlated185

uncertainties consist of the overall normalization uncer-186

tainties of the datasets, the correlated shifts in predic-187

tions related to uncertainties from nuclear PDFs, and the188

strong coupling constant ↵S(M2
Z) = 0.118 ± 0.001. The189

nuisance parameters are included in the minimization190

along with the PDF parameters. They determine shifts191

of the theory predictions and contribute to the �2 via192

the penalty term
P

↵ b2↵. For overall data normalization,193

the coe�cients �i↵ are relative uncertainties as reported194

by the corresponding experiments (listed in Table II).195

For the uncertainties from nuclear PDFs and ↵S , the196

TABLE II. Normalization and partial �2 for the considered
datasets. Normalization uncertainty is presented as estimated
by corresponding experiments. In order to agree with theory
predictions, the measurements must be multiplied by the
normalization factor. Deviations from 1 in the normalization
factor lead to a penalty in �2, as described in Section IV.

Experiment
Normalization
uncertainty

Normalization
factor

�2/Npoints

E615 15 % 1.226± 0.023 194/140
NA10 (194 GeV) 6.4% 1.052± 0.016 98/67
NA10 (286 GeV) 6.4% 0.978± 0.014 92/73

WA70 6 % 0.919± 0.022 74/99
197

198

coe�cients �i↵ are estimated as derivatives of the the-199

ory predictions with respect to ↵S and the uncertainty200

eigenvectors of the nuclear PDFs as provided by the201

nCTEQ15 set. This linear approximation is valid only202

when the minimisation parameters are close to their203

optimal values. We verified that this condition was204

satisfied for the performed fits.205

Several studies presented in this paper use the Monte-206

Carlo (MC) method for propagation of uncertainties.207

In this method, the fit is repeated many times with208

randomized replicas of the data. Datapoints in each209

replica follow the Gaussian distribution with mean at210
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FIG. 4. Extracted PDFs of charged pion. The “experimental” error bands were estimated from the uncertainties of
PDF parameters using the Hessian method. The “model” uncertainty was estimated by varyiation of µR and µF . The
“parameterisation” uncertainty was estimated by varying the fixed sea and gluon parameters Cg, CS and the initial scale Q2

0.

replicas. The resulting hvi = 2.7±0.4 is compatible with379

the expected hvi = 2 at 2�.380

VI. SUMMARY AND OUTLOOK381

We have determined PDFs of charged pion by re-382

analysing the currently available Drell-Yan and prompt383

photon production data using modern tools. We find384

that while the valence distribution is well constrained,385

the considered data are not sensitive enough to unam-386

biguously determine the sea and gluon distributions.387

While the data are reasonably well-described by NLO388

QCD, the sensitivity to µR and µF indicates that next-389

to-next-to-leading order corrections could be significant.390

The valence distribution behaves as v(x) ⇠ (1 � x) as391

x ! 1 in the experimentally accessible region, although392

the considered data do not constrain the derivative at393

x = 1. The valence momentum fraction in the pion394

is found to be large in comparison to the proton. In395

the future, new data from the COMPASS++/AMBER [44]396

experiment may allow for more stringent constraints of397

pion PDFs.398

It is planned to publish the extracted pion PDFs in399

the LHAPDF6 PDFs library and the APPLgrid grid files400

in the Ploughshare [45] grid library.401
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Charged Pion PDF

Ø Comparison with recent pion PDF determinations:

Ø JAM collaboration

Ø GRVPI1 pion PDF set

Ø Valence distribution in good agreement with JAM and both disagree with the 
early GRV analysis

Ø The relatively hard-to-determine sea and gluon distributions are different in all 
the three PDF sets

5

FIG. 3. Comparison between the pion PDFs obtained in this work, a recent determination by the JAM collaboration [31],
and the GRVPI1 pion PDF set [27].

FIG. 4. We display the scale variation of the cross section
for a sample E615

p
⌧ bin as a function of xF . Note, the

normalization factor of Table II (1.60 ± 0.020) has not been
applied. We observe the relative impact of the scale variation
is minimal except at very large x (x >⇠ 0.9).

di↵erent v(x) ⇠ (1 � x)2. The discrepancy between
DSE predictions and fits to pion Drell-Yan data is
well-known [9, 26, 30], and it has been demonstrated
that soft-gluon threshold resummation (which was not
included in this analysis) may be used to account for this
disagreement [30]. Alternatively, DSE calculations using
inhomogeneous Bethe-Salpeter equations [9] can produce
PDFs consistent with the linear behavior of the v(x) in
the region covered by DY data, pushing the onset of the
(1� x)2 regime to very high x.

Although the asymptotic behavior of the valence PDF
is a theoretically interesting measurement, we will ex-

plain in the following why we are unable to determine
this with the current analysis; conversely, details of the
asymptotic region therefore do not impact our extracted
pion PDFs.

First, the asymptotic DSE results only apply at asymp-
totically large x values. While the precise boundary
is a subject of debate, Ref. [9] demonstrates that the
perturbative QCD predictions may only set in very near
x = 1; hence, the observed (1 � x)1 behavior could be
real where the data exists. Consequently, it is entirely
possible to have (1�x)1 behavior at intermediate to large
x, but then still find (1 � x)2 asymptotically. Except
for the threshold-resummed calculation of Ref. [30], the
fits to the E615 and NA10 data [28, 29, 31, 35, 36, 46]
generally obtain high-x behaviors that are closer to
(1 � x)1 than the DSE result. This explains how these
many fits can coexist with the asymptotic DSE limit.

What would it take to be able to accurately explore the
x ! 1 asymptotic region? This region is challenging both
experimentally and theoretically. On the experimental
side, in the limit x ! 1 the PDFs are rapidly decreasing.
Hence the cross section is very small, making large x
measurements di�cult. Fig. 6 displays the full set of data
we fit, and it is evident that the number of data at the
largest xF values is limited. The issues on the theoretical
side are also complex. In Fig. 4 we present the scale
dependence for a sample subset of the E615 data. We
see the relative scale dependence across the xF kinematic
range is generally under control, with the exception of the
very large xF limit; hence, the theoretical uncertainties
of the NLO calculation increase precisely in the region
required to extract the asymptotic behavior. Therefore,
we reiterate that this analysis does not possess su�cient
precision to infer definitive conclusions on the asymptotic
x ! 1 limit of the pion structure function.

Furthermore, to properly study the x ! 1 asymptotic
limit, a more sophisticated parametric form is required.
The polynomial form for the pion valence PDF of Eq. 1
has only two or three free parameters {Bv, Cv, Dv}, and
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xFitter usage in the HEP comunity
Ø CMS:

Ø Multi-differential 𝑡 ̅𝑡 cross sections at 13 TeV - EPJC 80 (2020) 7 658 
Ø Extraction of PDFs, 𝛼' and contact-interactions from new inclusive jet cross section 

measurement at 13 TeV - JHEP 02 (2022) 142 (more in this talk)
Ø W+charm analysis at 8 TeV - 2112.00895

Ø Strange quark PDF analysis with DIS HERA2 data, ATLAS W,Z cross-sections and 
ATLAS, CMS W+charm cross-sections - PRD 104 (2021) 7 076004

Ø NLO analysis of heavy-quark production cross-sections using different mass 
renormalisation schemes - JHEP 04 (2021) 043

Ø TMD parton densities and corresponding parton showers: the advantage of 
four- and five-flavour schemes - 2106.09791

Ø Implementation of target mass corrections and higher-twist effects in the 
xFitter framework - PRD 101 (2020) 7 074015

Ø NNLO PDFs with EW boson data from the LHC (nuclear PDFs) - 2112.11904
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https://inspirehep.net/literature/1729144
https://inspirehep.net/literature/1972986
https://indico.cern.ch/event/1072533/contributions/4789609/
https://inspirehep.net/literature/1982672
https://inspirehep.net/literature/1921609
https://inspirehep.net/literature/1817489
https://inspirehep.net/literature/1869262
https://inspirehep.net/literature/1790240
https://inspirehep.net/literature/1996120


Small-x resummation and EIC data
Ø Study with the pseudo-data properly generated with the low-x resummation

Ø Small-x resummation corrections available through HELLx+APFEL (starting from 
Q2 = 2.5 GeV2)

Ø When including NLLx corrections, uncertainties mildly affected – just the gluon 
at low-x

Ø Adding NLLx resummation doe not impact valence distributions – neither in 
shape nor in the size of the PDF uncertainties
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https://indico.cern.ch/event/1072533/contributions/4820523/


New determination of 𝜶𝑺(𝒎𝒁)

ATLAS-CONF-2023-015

Ø ATLAS measurement of 𝜶𝑺 𝒎𝒁 from Z pT distribution – full lepton phase space

Ø Exquisite per-mille level precision in the central region - enables precise and 
unambiguous PDF interpretation

Ø Most precise experimental determination of 𝜶𝑺 𝒎𝒁

Ø Measurement dominated by theory uncertainties, but most of them can be 
constrained with more precise cross-section measurements 
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Stefano Camarda 10

Determination of as(mZ) from pT Z at 8 TeV

Most precise experimental determination of as(mZ)

As precise as the PDG and Lattice world averages

Measurement dominated by theory uncertainties, 
but most of them can be constrained with more 
precise cross-section measurements

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-015/

