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Motivation

• Ultraperipheral photon-initiated production: 
colour singlet photon naturally leads to events 
with intact ions/low multiplicity in final state.
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The anomalous magnetic moment of the tau lepton a⌧ = (g⌧ �2)/2 strikingly evades measurement,
but is highly sensitive to new physics such as compositeness or supersymmetry. We propose using
ultraperipheral heavy ion collisions at the LHC to probe modified magnetic �a⌧ and electric dipole
moments �d⌧ . We introduce a suite of one electron/muon plus track(s) analyses, leveraging the
exceptionally clean photon fusion �� ! ⌧⌧ events to reconstruct both leptonic and hadronic tau
decays sensitive to �a⌧ , �d⌧ . Assuming 10% systematic uncertainties, the current 2 nb�1 lead–lead
dataset could already provide constraints of �0.0080 < a⌧ < 0.0046 at 68% CL. This surpasses 15
year old lepton collider precision by a factor of three while opening novel avenues to new physics.

I. INTRODUCTION

Precision measurements of electromagnetic couplings
are foundational tests of quantum electrodynamics
(QED) and powerful probes of beyond the Standard
Model (BSM) physics. The electron anomalous mag-
netic moment ae = 1

2 (ge �2) is among the most precisely
known quantities in nature [1–5]. The muon counterpart
aµ is measured to 10�7 precision [6] and reports a 3� 4�

tension from SM predictions [7, 8]. This may indicate
new physics [9–12], to be clarified at Fermilab [13] and
J–PARC [14]. Measuring a` generically tests lepton com-
positeness [15], while supersymmetry at energy scales MS

induces radiative corrections �a` ⇠ m
2
`/M

2
S for leptons

with mass m` [9]. Thus the tau ⌧ can be m
2
⌧/m

2
µ ⇠ 280

times more sensitive to BSM physics than aµ.
However, a⌧ continues to evade measurement because

the short tau proper lifetime ⇠ 10�13 s precludes use
of spin precession methods [6]. The most precise single-
experiment measurement a

exp
⌧ is from DELPHI [16, 17]

at the Large Electron Positron Collider (LEP), but is re-
markably an order of magnitude away from the theoret-
ical central value a

pred
⌧, SM predicted to 10�5 precision [18]

a
exp
⌧ = �0.018 (17), a

pred
⌧, SM = 0.001 177 21 (5). (1)

The poor constraints on a⌧ present striking room for
BSM physics, especially given other lepton sector ten-
sions [19–26], and motivate new experimental strategies.

This Letter proposes a suite of analyses to probe a⌧

using heavy ion beams at the LHC. We leverage ultrape-
ripheral collisions (UPC) where only the electromagnetic
fields surrounding lead (Pb) ions interact. Tau pairs are
produced from photon fusion PbPb ! Pb(�� ! ⌧⌧)Pb,
illustrated in Fig. 1, whose sensitivity to a⌧ was sug-
gested in 1991 [27]. We introduce the strategy crucial
for experimental realization and importantly show that
the currently recorded dataset could already surpass LEP
precision. The LHC cross-section enjoys a Z

4 enhance-
ment (Z = 82 for Pb), with over one million �� ! ⌧⌧

events produced to date. Existing proposals using lep-
ton beams require future datasets (Belle-II) or proposed
facilities (CLIC, LHeC) [28–34], while LHC studies fo-
cus on high luminosity proton beams [35–40]. No LHC
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FIG. 4. Exclusive dilepton double dissociative.
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FIG. 5. Exclusive dilepton.
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FIG. 1. Pair production of tau leptons ⌧ from ultraperipheral
lead ion (Pb) collisions in two of the most common decay
modes: ⇡

±
⇡

0
⌫⌧ and `⌫`⌫⌧ . New physics can modify tau–

photon couplings a↵ecting the magnetic moment by �a⌧ .

analysis of �� ! ⌧⌧ exists as the taus have insu�cient
momentum for ATLAS/CMS to record or reconstruct.

Our proposal overcomes these obstructions in the clean
UPC events [41], enabling selection of individual tracks
from tau decays with no other detector activity akin to
LEP [16]. We exploit recent advances in low momentum
electron/muon identification [42–44] to suppress hadronic
backgrounds. We then present a shape analysis sensitive
to interfering SM and BSM amplitudes to enhance a⌧

constraints. Our strategy also probes tau electric dipole
moments d⌧ induced by charge–parity (CP) violating new
physics. This opens key new directions in the heavy ion
program amid reviving interest in photon collisions [45–
47] for light-by-light scattering [48–51], standard candle
processes [52–56], and BSM dynamics [57–67].

II. EFFECTIVE THEORY & PHOTON FLUX

The anomalous ⌧ magnetic moment a⌧ = (g⌧ � 2)/2 is
defined by the spin–magnetic Hamiltonian �µ⌧ · B =
�(g⌧e/2m⌧ )S · B. In the Lagrangian formulation of
QED, electromagnetic moments arise from the spinor
tensor �

µ⌫ = i[�µ
, �

⌫ ]/2 structure of the fermion current
interacting with the photon field strength Fµ⌫

L = 1
2 ⌧̄L�

µ⌫
⇣
a⌧

e
2m⌧

� id⌧�5

⌘
⌧RFµ⌫ . (2)
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LbyL scattering/ALPS
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1 Introduction
Elastic light-by-light (LbL) scattering, gg ! gg, is a pure quantum mechanical process that
proceeds, at leading order in the quantum electrodynamics (QED) coupling a, via virtual box
diagrams containing charged particles (Fig. 1, left). In the standard model (SM), the box di-
agram involves contributions from charged fermions (leptons and quarks) and the W± bo-
son. Although LbL scattering via an electron loop has been indirectly tested through the high-
precision measurements of the anomalous magnetic moment of the electron [1] and muon [2],
its direct observation in the laboratory remains elusive because of a very suppressed produc-
tion cross section proportional to a4 ⇡ 3 ⇥ 10�9. Out of the two closely-related processes—
photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon split-
ting in a strong magnetic field (“vacuum birefringence”) [4, 5]—only the former has been
clearly observed [6]. However, as demonstrated in Ref. [7], the LbL process can be experi-
mentally observed in ultraperipheral interactions of ions, with impact parameters larger than
twice the radius of the nuclei, exploiting the very large fluxes of quasireal photons emitted by
the nuclei accelerated at TeV energies [8]. Ions accelerated at high energies generate strong elec-
tromagnetic fields, which, in the equivalent photon approximation [9–11], can be considered
as g beams of virtuality Q

2 < 1/R
2, where R is the effective radius of the charge distribu-

tion. For lead (Pb) nuclei with radius R ⇡ 7 fm, the quasireal photon beams have virtuali-
ties Q

2 < 10�3 GeV2, but very large longitudinal energy (up to Eg = g/R ⇡ 80 GeV, where
g is the Lorentz relativistic factor), enabling the production of massive central systems with
very soft transverse momenta (pT . 0.1 GeV). Since each photon flux scales as the square of
the ion charge Z

2, gg scattering cross sections in PbPb collisions are enhanced by a factor of
Z

4 ' 5 ⇥ 107 compared to similar proton-proton or electron-positron interactions.
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Figure 1: Schematic diagrams of light-by-light scattering (gg ! gg, left), QED dielectron
(gg ! e+e�, centre), and central exclusive diphoton (gg ! gg, right) production in ultra-
peripheral PbPb collisions. The (⇤) superscript indicates a potential electromagnetic excitation
of the outgoing ions.

Many final states have been measured in photon-photon interactions in ultraperipheral colli-
sions of proton and/or lead beams at the CERN LHC, including gg ! e+e� [12–21], gg !
W+W� [22–24], and first evidence of gg ! gg reported by the ATLAS experiment [25] with a
signal significance of 4.4 standard deviations (3.8 standard deviations expected). The final-state
signature of interest in this analysis is the exclusive production of two photons, PbPb ! gg !
Pb(⇤)ggPb(⇤), where the diphoton final state is measured in the otherwise empty central part
of the detector, and the outgoing Pb ions (with a potential electromagnetic excitation denoted
by the (⇤) superscript) survive the interaction and escape undetected at very low q angles with
respect to the beam direction (Fig. 1, left). The dominant backgrounds are the QED production

C. Baldenegro et al, JHEP 06 
(2018) 131, S. Knapen et al, 
PRL 118 (2017) 17, 171801, D. 
d’Enterria, G. da Silveira, PRL 
116 (2016) 12 

• Clean production mechanism and BSM probe.
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Selecting semi-exclusive production
• Key point: quark/gluon-initiated production leads to colour flow between 

protons        these break up + significant amount of additional particles 
present in detector (‘underlying event’).

<latexit sha1_base64="BIfUHlVU7c1a6PJgRvc3Ixz3fq4=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cq9gPaUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80jUo14w2mpNLtgBouRcwbKFDydqI5jQLJW8HoZuq3Hrk2QsUPOE64H9FBLELBKFqp070XgyFSrdVTr1xxq+4MZJl4OalAjnqv/NXtK5ZGPEYmqTEdz03Qz6hGwSSflLqp4QllIzrgHUtjGnHjZ7OTJ+TEKn0SKm0rRjJTf09kNDJmHAW2M6I4NIveVPzP66QYXvmZiJMUeczmi8JUElRk+j/pC80ZyrEllGlhbyVsSDVlaFMq2RC8xZeXSfOs6l1U3bvzSu06j6MIR3AMp+DBJdTgFurQAAYKnuEV3hx0Xpx352PeWnDymUP4A+fzB5LBkXI=</latexit>)

• For photon-initiated production no longer 
the case: dominant contribution to such 
topologies.
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• A MC event generator for CEP 
processes. Common platform for:

‣ QCD-induced CEP.

‣ Photoproduction.

‣ Photon-photon induced CEP.

• For pp, pA and AA collisions.  Weighted/unweighted events (LHE, 
HEPMC) available- can interface to Pythia/HERWIG etc as required.

SuperChic 4.2

https://superchic.hepforge.org

3

• In heavy ions, currently implemented 
of most relevance:

‣ Lepton pairs.

‣ LbyL scattering.

‣ ALPs.

‣ Monopoles

• But open to collaboration/discussion 
for including other channels!



UPCs
• Consider e.g. lepton pair production. Key ingredients in SC 4.2:

LO                     
matrix element       

<latexit sha1_base64="Xdv+UlxAs2eGWDT2yQmSnKqTLGI=">AAACAHicbVDLSgMxFL1TX7W+Rl24cBMsgiCWGSnqwkXBjcsK9gHtWDJp2oYmmSHJCGXoxl9x40IRt36GO//GtJ2Fth644XDOvdzcE8acaeN5305uaXlldS2/XtjY3NrecXf36jpKFKE1EvFINUOsKWeS1gwznDZjRbEIOW2Ew5uJ33ikSrNI3ptRTAOB+5L1GMHGSh33oN3HQuDsNRHiD6e2zjpu0St5U6BF4mekCBmqHfer3Y1IIqg0hGOtW74XmyDFyjDC6bjQTjSNMRniPm1ZKrGgOkinB4zRsVW6qBcpW9Kgqfp7IsVC65EIbafAZqDnvYn4n9dKTO8qSJmME0MlmS3qJRzZQydpoC5TlBg+sgQTxexfERlghYmxmRVsCP78yYukfl7yL0rlu3Kxcp3FkYdDOIIT8OESKnALVagBgTE8wyu8OU/Oi/PufMxac042sw9/4Hz+AJdMlb0=</latexit>

�� ! l+l�

Ion EM form factor

Ion EM form factor

Survival factor 
probability

• Provides leading prediction for elastic process:
<latexit sha1_base64="MudvbjAm90uVLxkE46stz8fwX7k=">AAACHnicdVDLSgMxFM3UV62vUZdugqUgFMuk1D6oi4IblxXsAzptyaRpG5p5kGSEMvRL3PgrblwoIrjSvzHTB6joIQkn59xLco8TcCaVZX0aibX1jc2t5HZqZ3dv/8A8PGpKPxSENojPfdF2sKScebShmOK0HQiKXYfTljO5iv3WHRWS+d6tmga06+KRx4aMYKWlvnkR2cKFdUevGbSVD5f3mV3N2lXIe1neO4eaZeNjZfbNtJWzLAshBGOCSkVLk0qlnEdliGJLIw2WqPfNd3vgk9ClniIcS9lBVqC6ERaKEU5nKTuUNMBkgke0o6mHXSq70Xy8GcxoZQCHvtDbU3Cufu+IsCvl1NUDZFysxvK3F4t/eZ1QDcvdiHlBqKhHFg8NQw51DHFWcMAEJYpPNcFEMP1XSMZYYKJ0oikdwmpS+D9p5nOomCvcFNK1y2UcSXACTsEZQKAEauAa1EEDEHAPHsEzeDEejCfj1XhblCaMZc8x+AHj4wtz1J+U</latexit>

PbPb ! Pb + l+l� + Pb

• What else is missing?
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★ Higher order QED effects: some 
indication this might improve 
description of         data.

Multiple scattering

Unitary Corrections

more than two photons in the initial state) are relevant and would tend to reduce the predicted cross-sections
by the observed discrepancies [46].
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Figure 6: Fully corrected di�erential cross-sections measured inclusively in ZDC categories for exclusive dielectron
production, WW ! 4

+
4
�, as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for data (dots) and MC predictions from

S�������� (solid blue) and S����C��� (dashed red). Bottom panels present the ratios of data to MC predictions.
The shaded area represents the total uncertainty of the data, excluding the 2% luminosity uncertainty.

The di�erential cross-sections as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for the 0n0n category
are presented in Figure 7. They are compared with the MC predictions from S�������� v3.13 and
S����C��� v3.05. Both simulated samples were produced inclusively and reweighted to the 0n0n category
using the measured fractions in the inclusive data sample. Each theory prediction is represented by two
curves reflecting the systematic variations of the measured 0n0n fractions. S�������� can also generate a
prediction conditional on the presence of neutron emission in one or both directions. These dedicated
predictions from S�������� for the 0n0n category are shown in the same plots. That prediction agrees well
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l+l�

 Not Focus of this talk, but not to be ignored!

★ Focus here: ions can interact via 
additional QED exchanges and 
dissociate.

★ Accounted for in range of studies, but 
not complete MC treatment available 
(until now).
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Mutual Ion Dissociation

★ This dissociation leads to 
additional boosted neutron 
production: can be measured by 
Zero Degree Calorimeters.

★ As we will see, dilepton distributions also affected. Important to account for!

These fractions tend to drop with increasing mass, and are in general larger for higher |H44 | values. For the
rapidity range of |H44 | < 0.8, which has the largest number of events, the 50n0n values drop from about 78%
in the lowest mass bin to about 57% in the highest mass bin. The systematic uncertainties in the fractions
of events in the 0n0n category originate from several sources: uncertainties in the exclusive single and
double EM dissociation probabilities measured by the ALICE Collaboration [41], and their extrapolation
from

p
BNN = 2.76 TeV to 5.02 TeV as evaluated in Ref. [16]; the uncertainty in the dissociative background

contribution as discussed in Section 5; and the uncertainty in the ZDC e�ciency.
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Figure 2: Fractions of events in the 0n0n category evaluated from data in three bins of |H44 |, corrected for the
presence of additional neutrons. Error bars represent statistical uncertainties, while shaded boxes represent systematic
uncertainties. Points for |H44 | < 0.8 and 1.6 < |H44 | < 2.4 are displaced horizontally for better visibility.

The e�ciency of the primary physics trigger (nT) is determined as nT = YL1 · YPixVeto · YFCal, where YL1 is
the e�ciency of the L1 EM trigger to register the moderate calorimeter activity characteristic of the signal
process, YPixVeto is the e�ciency of the trigger to reject events with large numbers of Pixel detector hits,
and YFCal is the e�ciency of the FCal selection to reject events with large energy depositions on either side.
Individual e�ciencies are evaluated in a sample of WW ! 4

+
4
� events collected with a set of dedicated

supporting triggers that do not use the condition under study in the primary physics trigger to reject any
events. The YL1 value rises with the sum of the transverse energies of the two electron clusters and reaches
100% for ⌃⇢T > 8 GeV. The Pixel-veto e�ciency is measured as a function of the dielectron rapidity; it
is just over 80% for |H44 | ⇠ 0 and falls to about 50% for |H44 | > 2. The dependence on |H44 | originates
from the growing number of Pixel-detector layers in the forward direction that a dielectron pair has to pass
through. Finally, the FCal veto e�ciency is measured to be (99.1 ± 0.6)%, and it is constant for the entire
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the binned c2 fit procedure is estimated by varying the bin width of a distributions, and is
found to be less than 4%. The total systematic uncertainties are derived from a quadratic sum
of all systematic sources and are found to be at most 5.1% in hacorei. To measure hmµµi, a
second-order polynomial function is fit to the mass spectrum (see Appendix A), to interpolate
the contribution of gg scattering to dimuon pair production over the U mass region. The sys-
tematic uncertainty related to this procedure is estimated by comparing the nominal result to
the one obtained by a third-order polynomial function fit. Together with the aforementioned
systematic sources, the total systematic uncertainty in hmµµi is below 1.8%, across all neutron
multiplicity classes.
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Figure 2: Neutron multiplicity dependence of (upper) hacorei and (lower) hmµµi of µ+µ� pairs
in ultraperipheral Pb-Pb collisions at

p
s

NN
= 5.02 TeV. The vertical lines on data points depict

the statistical uncertainties, while the systematic uncertainties of the data are shown as shaded
areas. The dot-dashed line shows the STARLIGHT prediction, and the dashed line corresponds
to the leading-order QED calculation of Ref. [48].

The neutron multiplicity dependence of hacorei for µ+µ� pairs in ultraperipheral Pb-Pb colli-
sions at

p
s

NN
= 5.02 TeV is shown in Fig. 2 (upper), in the mass region 8 < mµµ < 60 GeV.

A strong neutron multiplicity dependence of hacorei is clearly observed, while the hacorei pre-
dicted by STARLIGHT is almost constant at a value of about 1.35 ⇥ 10�3, shown as the dot-
dashed line in Fig. 2 (upper). The hacorei for inclusive UPCs is measured to be [1227± 7 (stat)±
8 (syst)]⇥ 10�6, about 10% lower than the STARLIGHT prediction. In general, the hacorei in data
becomes larger as the emitted neutron multiplicity increases. A fit to the dependence of hacorei
on the neutron multiplicity with a constant value is rejected with a p value corresponding to 5.7
standard deviations. This observation demonstrates that initial photons producing µ+µ� pairs
have a significant b dependence of their pT, which impacts the pT and acoplanarity of muon
pairs in the final state. This initial-state contribution must be properly taken into account when
exploring possible final-state EM effects arising from a hot QGP medium formed in hadronic
heavy ion collisions [26, 27]. A recent leading-order QED calculation [48], incorporating a b
dependence of the initial photon pT [32], has provided results for all the reported neutron mul-
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Modelling UPCs

• Basic idea: for UPCs ion-ion impact parameter      range of QCD       pure 
QED interaction.

<latexit sha1_base64="lUrvEnH3r1LGc1LYXDL3q+6PZDg=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe4kqIVFwMYyovmA5Ah7m73Lkr29Y3dOCCE/wcZCEVt/kZ3/xk1yhSY+GHi8N8PMvCCVwqDrfjuFtfWNza3idmlnd2//oHx41DJJphlvskQmuhNQw6VQvIkCJe+kmtM4kLwdjG5nfvuJayMS9YjjlPsxjZQIBaNopYdeFPXLFbfqzkFWiZeTCuRo9MtfvUHCspgrZJIa0/XcFP0J1SiY5NNSLzM8pWxEI961VNGYG38yP3VKzqwyIGGibSkkc/X3xITGxozjwHbGFIdm2ZuJ/3ndDMNrfyJUmiFXbLEozCTBhMz+JgOhOUM5toQyLeythA2ppgxtOiUbgrf88ippXVS9y2rtvlap3+RxFOEETuEcPLiCOtxBA5rAIIJneIU3RzovzrvzsWgtOPnMMfyB8/kDQCiNxQ==</latexit>� <latexit sha1_base64="tjsDbAooZOAPw7hvOpB/ZjOc8s0=">AAAB8nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E1MIiYGMZxXzA5Qh7m71kyd7tsTunhJCfYWOhiK2/xs5/4ya5QhMfDDzem2FmXphKYdB1v53Cyura+kZxs7S1vbO7V94/aBqVacYbTEml2yE1XIqEN1Cg5O1UcxqHkrfC4c3Ubz1ybYRKHnCU8iCm/UREglG0kt+5F/0BUq3VU7dccavuDGSZeDmpQI56t/zV6SmWxTxBJqkxvuemGIypRsEkn5Q6meEpZUPa576lCY25CcazkyfkxCo9EiltK0EyU39PjGlszCgObWdMcWAWvan4n+dnGF0FY5GkGfKEzRdFmSSoyPR/0hOaM5QjSyjTwt5K2IBqytCmVLIheIsvL5PmWdW7qJ7fnVdq13kcRTiCYzgFDy6hBrdQhwYwUPAMr/DmoPPivDsf89aCk88cwh84nz+SO5Fw</latexit>)

• Consider e.g. lepton pair production. 
Key ingredients:

★                   matrix element.

★ Ion EM form factor.
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�� ! l+l�

• Both well understood           . However not all there is…

• If                     additional strong ion-ion 
interactions cannot be ignored.

<latexit sha1_base64="p8UrItQztazISMXqr5OxaT69ttM=">AAACAHicdVDLSsNAFJ3UV62vqAsXbgaL4KpkSukDXBTqwmULthWaECbTSTt08mBmIpSQjb/ixoUibv0Md/6Nk7aCih64cDjnXu69x4s5k8qyPozC2vrG5lZxu7Szu7d/YB4eDWSUCEL7JOKRuPWwpJyFtK+Y4vQ2FhQHHqdDb9bJ/eEdFZJF4Y2ax9QJ8CRkPiNYack1TzzXjqmIoT2ZQOGmtghgr3OVuWbZqliWhRCCOUGNuqVJq9WsoiZEuaVRBit0XfPdHkckCWioCMdSjpAVKyfFQjHCaVayE0ljTGZ4Qkeahjig0kkXD2TwXCtj6EdCV6jgQv0+keJAynng6c4Aq6n87eXiX94oUX7TSVkYJ4qGZLnITzhUEczTgGMmKFF8rgkmgulbIZligYnSmZV0CF+fwv/JoFpB9UqtVyu3L1dxFMEpOAMXAIEGaINr0AV9QEAGHsATeDbujUfjxXhdthaM1cwx+AHj7RP6RZYE</latexit>

b? � rQCD
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The Survival Factor

• How do we calculate survival factor? 
Simplest if we consider collision in 
terms of ion-ion impact parameter.

• Survival factor: probability of no additional strong ion-ion interactions.

• Can write cross section as 
integral over

where M±± corresponds to the �(±)�(±) ! X helicity amplitudes and JP
z the spin–parity of

the corresponding �� configuration. While we do not explicitly make use of this formula in
our calculation, it will be useful to consider the above expression later on when discussing the
comparison to the STAR data [27].

2.2 The Survival Factor

The inclusion of the survival factor closely follows the description in [18], although here we
present this in a somewhat di↵erent way, in order to facilitate the discussion when we consider
mutual ion dissociation. In the high energy limit, and neglecting the o↵–shellness of the initial–
state photons in the �� ! X process kinematics we can write

� =
1

2s

Z
dx1dx2d

2q1?d
2q2?d�

1

�̃
|T (q1?, q2?)|2�4(q1 + q2 � k) ,

⇡ 1

2s

Z
dx1dx2d�

1

�̃
�4(q1 + q2 � k)

Z
d2q1?d

2q2?|T (q1?, q2?)|2 ,

⌘ 1

2s

Z
dx1dx2d�

1

�̃
�4(q1 + q2 � k) d� , (14)

although we emphasise that in all calculations we make use of the full form as per (1). Our
discussion of the survival factor then concerns the object

d� =

Z
d2q1?d

2q2?|T (q1?, q2?)|2 . (15)

The physical interpretation is clearest when we move to impact parameter space, i.e. taking the
Fourier transform of the amplitude that appears above to give

T̃ (b1?, b2?) =
1

(2⇡)2

Z
d2q1?d

2q2?e
�iq1?·b1?eiq2?·b2?T (q1?, q2?) , (16)

such that

d� =

Z
d2b1?d

2b2?|T̃ (b1?, b2?)|2 . (17)

The survival factor is then accounted for by considering

d�S2 =

Z
d2b1?d

2b2?|T̃ (b1?, b2?)|2 �A1A2(s, b?) , (18)

where �A1A2 represents the probability that no inelastic scattering occurs at impact parameter
b? = |b1? + b2?|, and weights the cross section including the survival factor in the appropriate
way. It is typically written in terms of the ion–ion opacity ⌦A1A2 via

�A1A2(s, b?) ⌘ exp(�⌦A1A2(s, b?)) . (19)

This is given in terms of the opacity due to nucleon–nucleon interactions, ⌦nn, which is in turn
given by a convolution of the nucleon–nucleon scattering amplitude Ann and the transverse
nucleon densities Tn, see [18] for a more detailed discussion. To first approximation, we have

e�⌦A1A2 (s,b?)/2 ⇡ ✓(b? � 2RA) , (20)

i.e. it corresponds to a requiring that the ions to do not overlap in impact parameter, although
in the full calculation the opacity shows some departure from this, see [18].
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b(1,2)?

• To first approximation survival factor 
included by requiring in integral:

Amplitude for          production 
in       space.
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p
s [TeV] �0 [mb] a [GeV2 ] b [GeV�2] c
5.02 146 0.180 20.8 0.414
8.16 159 0.190 26.3 0.402
39 228 0.144 23.3 0.397
63 245 0.150 28.0 0.390

Table 1: The parameters of the one channel eikonal description of proton–proton amplitude,
described in the text.
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Figure 3: Ion–ion opacity (left) and probability for no inelastic scattering (right) for lead–lead
collisions, as a function of the lead impact parameter b?.

For lower values of b? . 2R (⇠ Rp,n), where the colliding ions are overlapping in impact
parameter space, we can see that the probability is close to zero, while for larger b? & 2R this
approaches unity, as expected. However we can see that this transition is not discrete, with
the probability being small somewhat beyond 2R, due both to the non–zero skin thickness
of the ion densities and range of the QCD single–Pomeron exchange interaction. This will
be missed by the approach that is often taken in the literature, namely to simply to cuto↵
the cross in impact parameter space when b? < 2R. Comparing to (18), we can see that this
corresponds to taking instead

e
�⌦(b)/2 = ✓(b� 2R) . (33)

The value at which this would turn on is indicated in Fig. 3. As discussed above, the
more realistic results above turn on smoothly above 2R, and so will correspond to somewhat
suppressed exclusive cross sections (i.e. without secondary particle production) in comparison
to this. For ultra–peripheral photon-initiated interactions, where the dominant contribution
to the cross section comes from b? � 2R, this will have a fairly small impact, but as we will
see for QCD–initiated production this is no longer the case.
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d�S2 =

Z
d2b1?d

2b2? |T̃ (b1? , b2?)|2e�⌦A1A2 (b?)

• More precisely can 
account for finite ion 
extent and non-zero 
range of QCD.

Survival factor

• Key point: impact parameters       and 
photon       are Fourier Conjugates.
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q2? $• Survival factor         photon              dilepton 
kinematic distributions (backup).
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Mutual Ion Dissociation
• Account for this again in impact parameter space:

the region of smaller ion–ion impact parameters, which are strongly suppressed by the ion–ion
survival factor. Other higher order QED processes that we will not consider in detail here are
when additional photons are exchanged between the production process (i.e. the dilepton system
in the case of lepton pair production) and the ions, as well as the production of additional low
momenta electron pairs, i.e. so–called unitarising e↵ects. These are discussed further in [21] and
the references therein; while these will dominantly not lead to ion dissociation, they may e↵ect
the cross section predictions at the precision level. A more detailed account of these is left to
future work.

Returning to the case of mutual ion dissociation we will consider here, the nuclear excitation is
assumed to occur independently of the �� ! X production process, and so in impact parameter
space we can write

d�X1X2 =

Z
d2b1? d2b2? d�S2 PX1X2(s, b?) , (32)

where PX1X2 is the breakup probability, such that Xi = 0, 1, X corresponds to the the emission
of 0 (i.e. no nuclear excitation) 1, or X > 0 neutrons emitted for each ion i = 1, 2. The
probability PX1X2(b?) depends on the total ion–ion impact parameter b? = |b1? + b2?| and
factorizes into independent breakup probabilities for each ion, i.e.

PX1X2(b?) = PX1(b?)PX2(b?) . (33)

In the same way as the �� ! X cross section (10) in the EPA, formulated in impact parameter
space, the lowest order breakup probability for each ion i = 1, 2 is then given by a convolution
of the photon emission flux from the ion j = 2, 1 and the �A ! A⇤ cross section:

P 1
Xn(b?) =

Z
d!

!
|Ñ(x, b?)|2��A!A⇤(!) , (34)

where ! is the photon energy in the A rest frame, i.e. ! = xs/(2mA) in the s � m2
A limit,

which holds to very good approximation; the dissociation probability therefore depends on s,
as well as the ion beam type, but we omit these arguments for brevity. The flux factor |Ñ |2 is
built from exactly the same ingredients that enter the �� ! X cross section (1). To be precise
it is given in terms of the Fourier transform

Ñ(x, b?) ⌘
1

(2⇡)

Z
d2q?N(x, q?)e

�iq?·b? , (35)

where N(xi) is defined in (12). ��A!A⇤(!) is the photon–ion excitation cross section, which has
been measured over a wide range of photon energies from fixed target ion scattering experiments.
The corresponding data points, which we use to perform the integral (34) are show in Fig. 1;
these are in many cases as implemented in the Starlight MC [17] (see also [29,48]), with some
exceptions that we will describe below.

The cross section is shown in Fig. 1 (left), while the result weighted by the flux factor as per
(34) is shown in Fig. 1 (right) for the, as we will see, representative value of b? = 3RA. The
largest peak in the ! ⇠ 10� 20 MeV region corresponds to the dominant GDR resonance, data
for which is taken from [49] for both the single and multiple neutron emission cases, fitted to
a Lorentz shape. In the single neutron emission case the upper limit of the integral (34) is set
to the upper limit of these data, at ! = 23.4 MeV, where indeed the cross section is negligible.
Above this energy, photon absorption will very dominantly lead to multiple neutron emission.
In the 23.4 < ! < 440 MeV region we use the data from [50, 51] on photonuclear scattering.
In the 440 < ! < 2000 MeV region we use the data from [52] on photonuclear scattering; this
is in contrast to [17] (see also [29, 48]) where older data [53, 54] on �p and �n scattering were
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where ! is the photon energy in the A rest frame, i.e. ! = xs/(2mA) in the s � m2
A limit,

which holds to very good approximation; the dissociation probability therefore depends on s,
as well as the ion beam type, but we omit these arguments for brevity. The flux factor |Ñ |2 is
built from exactly the same ingredients that enter the �� ! X cross section (1). To be precise
it is given in terms of the Fourier transform
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�iq?·b? , (35)

where N(xi) is defined in (12). ��A!A⇤(!) is the photon–ion excitation cross section, which has
been measured over a wide range of photon energies from fixed target ion scattering experiments.
The corresponding data points, which we use to perform the integral (34) are show in Fig. 1;
these are in many cases as implemented in the Starlight MC [17] (see also [29,48]), with some
exceptions that we will describe below.

The cross section is shown in Fig. 1 (left), while the result weighted by the flux factor as per
(34) is shown in Fig. 1 (right) for the, as we will see, representative value of b? = 3RA. The
largest peak in the ! ⇠ 10� 20 MeV region corresponds to the dominant GDR resonance, data
for which is taken from [49] for both the single and multiple neutron emission cases, fitted to
a Lorentz shape. In the single neutron emission case the upper limit of the integral (34) is set
to the upper limit of these data, at ! = 23.4 MeV, where indeed the cross section is negligible.
Above this energy, photon absorption will very dominantly lead to multiple neutron emission.
In the 23.4 < ! < 440 MeV region we use the data from [50, 51] on photonuclear scattering.
In the 440 < ! < 2000 MeV region we use the data from [52] on photonuclear scattering; this
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where                is the ion breakup probability, given in terms of factorized 
probabilities:
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in the case of lepton pair production) and the ions, as well as the production of additional low
momenta electron pairs, i.e. so–called unitarising e↵ects. These are discussed further in [21] and
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factorizes into independent breakup probabilities for each ion, i.e.
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where ! is the photon energy in the A rest frame, i.e. ! = xs/(2mA) in the s � m2
A limit,

which holds to very good approximation; the dissociation probability therefore depends on s,
as well as the ion beam type, but we omit these arguments for brevity. The flux factor |Ñ |2 is
built from exactly the same ingredients that enter the �� ! X cross section (1). To be precise
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�iq?·b? , (35)

where N(xi) is defined in (12). ��A!A⇤(!) is the photon–ion excitation cross section, which has
been measured over a wide range of photon energies from fixed target ion scattering experiments.
The corresponding data points, which we use to perform the integral (34) are show in Fig. 1;
these are in many cases as implemented in the Starlight MC [17] (see also [29,48]), with some
exceptions that we will describe below.

The cross section is shown in Fig. 1 (left), while the result weighted by the flux factor as per
(34) is shown in Fig. 1 (right) for the, as we will see, representative value of b? = 3RA. The
largest peak in the ! ⇠ 10� 20 MeV region corresponds to the dominant GDR resonance, data
for which is taken from [49] for both the single and multiple neutron emission cases, fitted to
a Lorentz shape. In the single neutron emission case the upper limit of the integral (34) is set
to the upper limit of these data, at ! = 23.4 MeV, where indeed the cross section is negligible.
Above this energy, photon absorption will very dominantly lead to multiple neutron emission.
In the 23.4 < ! < 440 MeV region we use the data from [50, 51] on photonuclear scattering.
In the 440 < ! < 2000 MeV region we use the data from [52] on photonuclear scattering; this
is in contrast to [17] (see also [29, 48]) where older data [53, 54] on �p and �n scattering were
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the region of smaller ion–ion impact parameters, which are strongly suppressed by the ion–ion
survival factor. Other higher order QED processes that we will not consider in detail here are
when additional photons are exchanged between the production process (i.e. the dilepton system
in the case of lepton pair production) and the ions, as well as the production of additional low
momenta electron pairs, i.e. so–called unitarising e↵ects. These are discussed further in [21] and
the references therein; while these will dominantly not lead to ion dissociation, they may e↵ect
the cross section predictions at the precision level. A more detailed account of these is left to
future work.

Returning to the case of mutual ion dissociation we will consider here, the nuclear excitation is
assumed to occur independently of the �� ! X production process, and so in impact parameter
space we can write

d�X1X2 =
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where PX1X2 is the breakup probability, such that Xi = 0, 1, X corresponds to the the emission
of 0 (i.e. no nuclear excitation) 1, or X > 0 neutrons emitted for each ion i = 1, 2. The
probability PX1X2(b?) depends on the total ion–ion impact parameter b? = |b1? + b2?| and
factorizes into independent breakup probabilities for each ion, i.e.

PX1X2(b?) = PX1(b?)PX2(b?) . (33)

In the same way as the �� ! X cross section (10) in the EPA, formulated in impact parameter
space, the lowest order breakup probability for each ion i = 1, 2 is then given by a convolution
of the photon emission flux from the ion j = 2, 1 and the �A ! A⇤ cross section:

P 1
Xn(b?) =

Z
d!

!
|Ñ(x, b?)|2��A!A⇤(!) , (34)

where ! is the photon energy in the A rest frame, i.e. ! = xs/(2mA) in the s � m2
A limit,

which holds to very good approximation; the dissociation probability therefore depends on s,
as well as the ion beam type, but we omit these arguments for brevity. The flux factor |Ñ |2 is
built from exactly the same ingredients that enter the �� ! X cross section (1). To be precise
it is given in terms of the Fourier transform

Ñ(x, b?) ⌘
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Z
d2q?N(x, q?)e

�iq?·b? , (35)

where N(xi) is defined in (12). ��A!A⇤(!) is the photon–ion excitation cross section, which has
been measured over a wide range of photon energies from fixed target ion scattering experiments.
The corresponding data points, which we use to perform the integral (34) are show in Fig. 1;
these are in many cases as implemented in the Starlight MC [17] (see also [29,48]), with some
exceptions that we will describe below.

The cross section is shown in Fig. 1 (left), while the result weighted by the flux factor as per
(34) is shown in Fig. 1 (right) for the, as we will see, representative value of b? = 3RA. The
largest peak in the ! ⇠ 10� 20 MeV region corresponds to the dominant GDR resonance, data
for which is taken from [49] for both the single and multiple neutron emission cases, fitted to
a Lorentz shape. In the single neutron emission case the upper limit of the integral (34) is set
to the upper limit of these data, at ! = 23.4 MeV, where indeed the cross section is negligible.
Above this energy, photon absorption will very dominantly lead to multiple neutron emission.
In the 23.4 < ! < 440 MeV region we use the data from [50, 51] on photonuclear scattering.
In the 440 < ! < 2000 MeV region we use the data from [52] on photonuclear scattering; this
is in contrast to [17] (see also [29, 48]) where older data [53, 54] on �p and �n scattering were
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• Individual probability given in terms of:
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A limit,

which holds to very good approximation; the dissociation probability therefore depends on s,
as well as the ion beam type, but we omit these arguments for brevity. The flux factor |Ñ |2 is
built from exactly the same ingredients that enter the �� ! X cross section (1). To be precise
it is given in terms of the Fourier transform
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where N(xi) is defined in (12). ��A!A⇤(!) is the photon–ion excitation cross section, which has
been measured over a wide range of photon energies from fixed target ion scattering experiments.
The corresponding data points, which we use to perform the integral (34) are show in Fig. 1;
these are in many cases as implemented in the Starlight MC [17] (see also [29,48]), with some
exceptions that we will describe below.

The cross section is shown in Fig. 1 (left), while the result weighted by the flux factor as per
(34) is shown in Fig. 1 (right) for the, as we will see, representative value of b? = 3RA. The
largest peak in the ! ⇠ 10� 20 MeV region corresponds to the dominant GDR resonance, data
for which is taken from [49] for both the single and multiple neutron emission cases, fitted to
a Lorentz shape. In the single neutron emission case the upper limit of the integral (34) is set
to the upper limit of these data, at ! = 23.4 MeV, where indeed the cross section is negligible.
Above this energy, photon absorption will very dominantly lead to multiple neutron emission.
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Figure 1: (Left) Photon absorption cross section, �(�A ! A⇤
), for lead ions, as a function of the photon energy

! in the dissociating ion rest frame. (Right) Photon absorption cross section weighted by corresponding flux

factor as in (34) for b? = 3RA, and
p
snn = 5.02 TeV.

used, scaled to the nuclear case but with no shadowing applied. In the 2 < ! < 16.4 GeV
region, we use data from [55, 56] on �Pb and �Au scattering, suitably interleaved to cover the
full energy region and with appropriate A rescaling applied. In our MC implementation, for
the GDR region data for both Au and Pb beams are implemented, with A rescaling applied in
other cases. For energies above this an e↵ective per nucleon cross section is derived as described
above (i.e. using a selection of Au and Pb data), which can be scaled to the appropriate ion A.

Finally, above 16.4 GeV there is some limited direct photon–ion data in the analysis of [57],
in particular in the ⇠ 40 � 80 GeV region for Pb ions. To cover the entire energy region,
including energies beyond this, we use the fact that the �–nucleon cross section is observed
to obey approximate Regge scaling as in [58]. The high–energy data for this is limited to a
handful of measurements at HERA, and for concreteness we take the ZEUS extraction [59]. The
�–nucleon cross section is then suitably scaled by A, but with a nuclear shadowing factor of 0.65
applied, in order to match the direct data from [57] in the Pb case.

The contribution from this region, while naively suppressed by ⇠ 1/!, as evidenced in Fig. 1
(right), is in fact in principle rather significant, due to the large photon energies available. In
particular, from the considerations in Section 2.1 the photon x is cuto↵ at roughly xmax ⇠
1/(RAmA), and hence the photon !max ⇠ s/(m2

ARA). At the LHC this is of order 850 TeV,
which corresponds to a �n c.m.s. energy that is roughly an order of magnitude larger than that
probed at HERA, and many orders of magnitude higher than the highest energy direct data on
photon–ion absorption. To give an estimate, we can assume for simplicity that the flux term in
(34) is constant up to the cuto↵ xmax, and that the �A cross section is constant with energy,
which is roughly consistent with the Regge parameterisation. We then have

Z

!>!0

d!

!
��A!A⇤(!) ⇠ �!0

�A!A⇤ ln

✓
!max

!0

◆
⇠ 140mb , (36)

if we take the measured value from [57] at !0 = 80 GeV. The (in theory dominant) contribution
from the GDR region can be estimated using the TKR sum rule (see e.g. [60])

Z

GDR

d!

!
��A!A⇤(!) ⇠ 1

EGDR

60NZ

A
MeVmb ⇠ 220mb , (37)

for the Pb case. At the LHC, a more precise numerical evaluation gives 260 mb for the inte-
grated single neutron emission cross section (equal to the total GDR contribution to reasonable
approximation) and 177 mb for (36) at a representative value of b? = 3RA, consistent with
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Figure 1: (Left) Photon absorption cross section, �(�A ! A⇤
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factor as in (34) for b? = 3RA, and
p
snn = 5.02 TeV.

used, scaled to the nuclear case but with no shadowing applied. In the 2 < ! < 16.4 GeV
region, we use data from [55, 56] on �Pb and �Au scattering, suitably interleaved to cover the
full energy region and with appropriate A rescaling applied. In our MC implementation, for
the GDR region data for both Au and Pb beams are implemented, with A rescaling applied in
other cases. For energies above this an e↵ective per nucleon cross section is derived as described
above (i.e. using a selection of Au and Pb data), which can be scaled to the appropriate ion A.

Finally, above 16.4 GeV there is some limited direct photon–ion data in the analysis of [57],
in particular in the ⇠ 40 � 80 GeV region for Pb ions. To cover the entire energy region,
including energies beyond this, we use the fact that the �–nucleon cross section is observed
to obey approximate Regge scaling as in [58]. The high–energy data for this is limited to a
handful of measurements at HERA, and for concreteness we take the ZEUS extraction [59]. The
�–nucleon cross section is then suitably scaled by A, but with a nuclear shadowing factor of 0.65
applied, in order to match the direct data from [57] in the Pb case.

The contribution from this region, while naively suppressed by ⇠ 1/!, as evidenced in Fig. 1
(right), is in fact in principle rather significant, due to the large photon energies available. In
particular, from the considerations in Section 2.1 the photon x is cuto↵ at roughly xmax ⇠
1/(RAmA), and hence the photon !max ⇠ s/(m2

ARA). At the LHC this is of order 850 TeV,
which corresponds to a �n c.m.s. energy that is roughly an order of magnitude larger than that
probed at HERA, and many orders of magnitude higher than the highest energy direct data on
photon–ion absorption. To give an estimate, we can assume for simplicity that the flux term in
(34) is constant up to the cuto↵ xmax, and that the �A cross section is constant with energy,
which is roughly consistent with the Regge parameterisation. We then have
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��A!A⇤(!) ⇠ �!0

�A!A⇤ ln

✓
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⇠ 140mb , (36)

if we take the measured value from [57] at !0 = 80 GeV. The (in theory dominant) contribution
from the GDR region can be estimated using the TKR sum rule (see e.g. [60])
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!
��A!A⇤(!) ⇠ 1

EGDR

60NZ

A
MeVmb ⇠ 220mb , (37)

for the Pb case. At the LHC, a more precise numerical evaluation gives 260 mb for the inte-
grated single neutron emission cross section (equal to the total GDR contribution to reasonable
approximation) and 177 mb for (36) at a representative value of b? = 3RA, consistent with
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Data covers a range of photon energies     , taken from range of experiments:

★                       :  `Giant 
Dipole Resonance’ (GDR). 
1n production dominant.
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Kinematic Dependence 
• Survival factor and kinematic impact accounted for using

Impact parameterTransverse momentum

At the amplitude level (18) simply corresponds to replacing

T̃ (b1?, b2?) ! T̃ (b1?, b2?)�A1A2(s, b?)
1/2 , (21)

where we will comment on the (lack of) any complex phase at the end of this section. Moving
back to transverse momentum space, we are therefore interested in

TS2(q1?, q2?) =
1

(2⇡)2

Z
d2b1?d

2b2? eiq1?·b1?e�iq2?·b2? T̃ (b1?, b2?)�A1A2(s, b?)
1/2 , (22)

where the ‘S2’ subscript indicates that the survival factor has now been appropriately accounted
for; we then substitute this in (1) to get the cross section. A convenient form for the above
amplitude comes from defining

PA1A2(s, k?) ⌘
1

(2⇡)2

Z
d2b? eik?·b?�A1A2(s, b?)

1/2 , (23)

in terms of which we have

TS2(q1?, q2?) =

Z
d2k? T (q01?, q

0
2?)PA1A2(s, k?) , (24)

where q01? = q1?�k? and q02? = q2?+k?. We can see from (20) that as it stands (23) involves an
integral that extends from b? ⇠ 2RA to infinity, which while formally convergent, is numerically
unstable. With this in mind we can also define

P 0
A1A2

(s, k?) ⌘
1

(2⇡)2

Z
d2b? eik?·b?

h
1� �A1A2(s, b?)

1/2
i
, (25)

in terms of which we have

TS2(q1?, q2?) = T (q1?, q2?)�
Z

d2k? T (q01?, q
0
2?)P 0

A1A2
(s, k?) . (26)

While these two formulations are in principle completely equivalent, we can see that (25) now
involves an integral from the finite range b? = 0 to b? ⇠ 2RA, which is numerically stable.

We note that it is common to refer to the survival factor, which corresponds to the ratio of
the cross section evaluated using TS2 to that evaluated using T . However, it is clear from (22)
that the ratio

|TS2(q1?, q2?)|2

|T (q1?, q2?)|2
, (27)

is dependent on the photon transverse momenta qi? as well as the particular form of T (q1? , q2?).
The former dependence implies that the survival factor will modify the predicted kinematic
distributions, both those directly dependent on qi? such as acoplanarity distributions but also
through (4) which couples the qi? dependence to the photon momentum fractions xi (and hence
the �� invariant mass and rapidity). The latter dependence implies that the survival factor is
dependent on the particular process under consideration. Further discussion of this can be found
in e.g. [21, 42] and references therein. We also note that although only UPCs are considered
here, one can in principle readily extend the above approach to include collisions at other
centralities, that is by suitably modifying �AA in (18) to have support for the appropriate b?
range corresponding to the required centrality class.

Finally, one might worry in (21) about the uniqueness of this replacement, given one could in
principle multiply by an arbitrary b? dependent complex phase and still give the same integrated
cross section (18) evaluated in impact parameter space. This will however in general modify
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where M±± corresponds to the �(±)�(±) ! X helicity amplitudes and JP
z the spin–parity of

the corresponding �� configuration. While we do not explicitly make use of this formula in
our calculation, it will be useful to consider the above expression later on when discussing the
comparison to the STAR data [27].

2.2 The Survival Factor

The inclusion of the survival factor closely follows the description in [18], although here we
present this in a somewhat di↵erent way, in order to facilitate the discussion when we consider
mutual ion dissociation. In the high energy limit, and neglecting the o↵–shellness of the initial–
state photons in the �� ! X process kinematics we can write

� =
1

2s

Z
dx1dx2d

2q1?d
2q2?d�

1

�̃
|T (q1?, q2?)|2�4(q1 + q2 � k) ,

⇡ 1

2s

Z
dx1dx2d�

1

�̃
�4(q1 + q2 � k)

Z
d2q1?d

2q2?|T (q1?, q2?)|2 ,

⌘ 1

2s

Z
dx1dx2d�

1

�̃
�4(q1 + q2 � k) d� , (14)

although we emphasise that in all calculations we make use of the full form as per (1). Our
discussion of the survival factor then concerns the object

d� =

Z
d2q1?d

2q2?|T (q1?, q2?)|2 . (15)

The physical interpretation is clearest when we move to impact parameter space, i.e. taking the
Fourier transform of the amplitude that appears above to give

T̃ (b1?, b2?) =
1

(2⇡)2

Z
d2q1?d

2q2?e
�iq1?·b1?eiq2?·b2?T (q1?, q2?) , (16)

such that

d� =

Z
d2b1?d

2b2?|T̃ (b1?, b2?)|2 . (17)

The survival factor is then accounted for by considering

d�S2 =

Z
d2b1?d

2b2?|T̃ (b1?, b2?)|2 �A1A2(s, b?) , (18)

where �A1A2 represents the probability that no inelastic scattering occurs at impact parameter
b? = |b1? + b2?|, and weights the cross section including the survival factor in the appropriate
way. It is typically written in terms of the ion–ion opacity ⌦A1A2 via

�A1A2(s, b?) ⌘ exp(�⌦A1A2(s, b?)) . (19)

This is given in terms of the opacity due to nucleon–nucleon interactions, ⌦nn, which is in turn
given by a convolution of the nucleon–nucleon scattering amplitude Ann and the transverse
nucleon densities Tn, see [18] for a more detailed discussion. To first approximation, we have

e�⌦A1A2 (s,b?)/2 ⇡ ✓(b? � 2RA) , (20)

i.e. it corresponds to a requiring that the ions to do not overlap in impact parameter, although
in the full calculation the opacity shows some departure from this, see [18].
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with:

Survival Factor

• Ion dissociation accounted for in the same way. But now with:

above unity. This is driven by the flux in (34) which one can readily show scales as

|Ñ(x, b?)|2 ⇡
Z2↵

⇡2

1

b2?
, (38)

for the dominant region of x (i.e. x ⌧ 1) that contributes to (34) and for b? > RA such that
the ion can be treated as a point–like charge. That is the flux is peaked towards low b?, until
we reach b? < RA where the extended nature of the ion comes into play and the flux becomes
suppressed by the ion form factor (although the contribution from this region is in any case
negligible once one accounts for the ion–ion survival factor).

This indicates an inadequacy in the lowest order (in Z2↵) perturbative approximation for
the ion excitation process, in particular given the Z2 enhanced flux for photon emission from the
spectator ion. To account for this, we follow the approach described in [32], namely assuming
each ion excitation process happens independently we have that the number of excitations follows
a Poissonian probability, such that

P0n(b?) = exp(�P 1
Xn(b?)) ,

P1n(b?) = P 1
1n exp(�P 1

Xn(b?)) ,

PXn(b?) = 1� exp(�P 1
Xn(b?)) . (39)

The impact of this unitarising is shown in Fig. 2, where we can see this by construction gives
dissociation probabilities that never exceed unity. While the dominant e↵ect of this is in fact
below the b? ⇠ 2RA region, which is in any case removed once the ion–ion survival factor
is included, it is not negligible; it reduces the XnXn cross section by a factor of ⇠ 1.5 � 2,
depending on the precise kinematics.

The corresponding dissociation probabilities (33) are shown in Fig. 3. In the left plot the
results prior to multiplying by the probability exp(�⌦A1A2(s, b?)) of no ion–ion inelastic scat-
tering are shown for reference, and in the right plot this is accounted for. As expected from the
discussion above, the probability for ion dissociation is peaked towards b? ⇠ 2RA by the scaling
of the flux (38), before being cut o↵ by the no ion–ion inelastic scattering probability, which
rapidly approaches zero below b? . 2RA. Conversely, if no ion dissociation is required, as in
the 0n0n case, than the probability become increasingly close to unity as b? increases. For the
mixed 0nXn case the peaking towards b? ⇠ 2RA is again present, although this is less strong
than for XnXn; the 0n1n result is not shown for clarity, though it follows a similar trend.

So far, we have worked purely in impact parameter space, however for a full treatment,
and in particular to account for the process and kinematic dependence of the ion dissociation
probability, we must translate these to transverse momentum space. To do this, we simply
replace

�A1A2(s, b?)
1/2 ! [�A1A2(s, b?)PX1X2(b?)]

1/2 , (40)

and then use this as in (22) to get the corresponding amplitude in transverse momentum space
and hence cross section. More precisely, from (23) we are interested in the integral

Z
d2b? eik?·b? [�A1A2(s, b?)PX1X2(b?)]

1/2 ,

= 2⇡

Z
db? b?J0(b?k?) [�A1A2(s, b?)PX1X2(b?)]

1/2 , (41)

where J0 is a Bessel function of the first kind. Making use of (38) we have

P 1
Xn(b?) ⇡

AXn

b2?
, (42)
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• This then automatically accounts for kinematic dependence:

★Ion dissociation         photon              
dilepton kinematic distributions.
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General Expectations
• Look at dissociation probabilities for different neutron tags.

CMS and STAR, and find overall rather good agreement, as well as general consistency with the
theoretical results of e.g. [33]. Therefore, this extension will allow predictions for UPC production
to be compared more directly with what is measured experimentally, given as we will see the
ion dissociation probability is certainly non–negligible and does impact on the corresponding
kinematic distributions in the presence of ZDC tags.

The outline of this paper is as follows. In Section 2.1 we present the key ingredients in the
model we apply for UPCs. In Section 2.2 we discuss the ion–ion survival factor, and how this
is accounted for. In Section 2.3 we describe how this framework can account for the e↵ect of
mutual ion dissociation. In Section 3 we compare to a range of data from ATLAS, CMS and
STAR. Finally, in Section 4 we conclude.

2 Theory

2.1 Key ingredients

The basic formalism follows that described in for example [18]. Omitting the survival factor for
now, the cross section can be written as

� =
1

2s

Z
dx1dx2d

2q1?d
2q2?d�

1

�̃
|T (q1?, q2?)|2�4(q1 + q2 � k) , (1)

where xi and qi? are the photon momentum fractions (see [39] for precise definitions) with respect
to the parent ion beams and the photon transverse momenta, respectively. The photons have
momenta q1,2, with q21,2 = �Q2

1,2, and we consider the production of a system of 4–momentum

k = q1 + q2 =
PN

j=1 kj of N particles, where d� =
QN

j=1 d
3kj/2Ej(2⇡)3 is the standard phase

space volume. �̃ is as defined in [39] and s is the ion–ion squared c.m.s. energy.
In (1), T is the process amplitude, and is given by

T (q1?, q2?) = N1N2 q
µ
1?q

⌫
2?Vµ⌫ , (2)

where Vµ⌫ is the �⇤�⇤ ! X vertex, i.e. the amplitude that in the on–shell case would couple to
the photon polarization vectors ✏. The normalization factors are

Ni =
2↵(Q2

i )
1/2

xi

Fp(Q2
i )GE(Q2

i )

Q2
i

. (3)

where F 2
p (Q

2) is the squared form factor of the ion and

Q2
i =

q2i? + x2im
2
Ai

1� xi
. (4)

The squared form factor is given in terms of the proton density in the ion, ⇢p(r), which is well
described by the Woods–Saxon distribution [40]

⇢p(r) =
⇢0

1 + exp [(r �R)/d]
, (5)

where the skin thickness d ⇠ 0.5 � 0.6 fm, depending on the ion, and the radius R ⇠ A1/3. To
be precise, for Pb ions we take the experimentally determined values [41]

Rp = 6.680 fm , dp = 0.447 fm ,

Rn = (6.67± 0.03) fm , dn = (0.55± 0.01) fm . (6)

3

the region of smaller ion–ion impact parameters, which are strongly suppressed by the ion–ion
survival factor. Other higher order QED processes that we will not consider in detail here are
when additional photons are exchanged between the production process (i.e. the dilepton system
in the case of lepton pair production) and the ions, as well as the production of additional low
momenta electron pairs, i.e. so–called unitarising e↵ects. These are discussed further in [21] and
the references therein; while these will dominantly not lead to ion dissociation, they may e↵ect
the cross section predictions at the precision level. A more detailed account of these is left to
future work.

Returning to the case of mutual ion dissociation we will consider here, the nuclear excitation is
assumed to occur independently of the �� ! X production process, and so in impact parameter
space we can write

d�X1X2 =

Z
d2b1? d2b2? d�S2 PX1X2(s, b?) , (32)

where PX1X2 is the breakup probability, such that Xi = 0, 1, X corresponds to the the emission
of 0 (i.e. no nuclear excitation) 1, or X > 0 neutrons emitted for each ion i = 1, 2. The
probability PX1X2(b?) depends on the total ion–ion impact parameter b? = |b1? + b2?| and
factorizes into independent breakup probabilities for each ion, i.e.

PX1X2(b?) = PX1(b?)PX2(b?) . (33)

In the same way as the �� ! X cross section (10) in the EPA, formulated in impact parameter
space, the lowest order breakup probability for each ion i = 1, 2 is then given by a convolution
of the photon emission flux from the ion j = 2, 1 and the �A ! A⇤ cross section:

P 1
Xn(b?) =

Z
d!

!
|Ñ(x, b?)|2��A!A⇤(!) , (34)

where ! is the photon energy in the A rest frame, i.e. ! = xs/(2mA) in the s � m2
A limit,

which holds to very good approximation; the dissociation probability therefore depends on s,
as well as the ion beam type, but we omit these arguments for brevity. The flux factor |Ñ |2 is
built from exactly the same ingredients that enter the �� ! X cross section (1). To be precise
it is given in terms of the Fourier transform

Ñ(x, b?) ⌘
1

(2⇡)

Z
d2q?N(x, q?)e

�iq?·b? , (35)

where N(xi) is defined in (12). ��A!A⇤(!) is the photon–ion excitation cross section, which has
been measured over a wide range of photon energies from fixed target ion scattering experiments.
The corresponding data points, which we use to perform the integral (34) are show in Fig. 1;
these are in many cases as implemented in the Starlight MC [17] (see also [29,48]), with some
exceptions that we will describe below.

The cross section is shown in Fig. 1 (left), while the result weighted by the flux factor as per
(34) is shown in Fig. 1 (right) for the, as we will see, representative value of b? = 3RA. The
largest peak in the ! ⇠ 10� 20 MeV region corresponds to the dominant GDR resonance, data
for which is taken from [49] for both the single and multiple neutron emission cases, fitted to
a Lorentz shape. In the single neutron emission case the upper limit of the integral (34) is set
to the upper limit of these data, at ! = 23.4 MeV, where indeed the cross section is negligible.
Above this energy, photon absorption will very dominantly lead to multiple neutron emission.
In the 23.4 < ! < 440 MeV region we use the data from [50, 51] on photonuclear scattering.
In the 440 < ! < 2000 MeV region we use the data from [52] on photonuclear scattering; this
is in contrast to [17] (see also [29, 48]) where older data [53, 54] on �p and �n scattering were
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• Basic point: dissociation is peaked towards lower         :
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• Larger              more 
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• Larger               more 
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Figure 3: (Left) Breakup probabilities for single and multiple neutron emission, as defined in (39) and (33), for

PbPb collisions at
p
snn = 5.02 TeV. The probability that no inelastic ion–ion scattering occurs, as introduced in

(19), is indicated by the dashed black curve. (Right) As in the left figure, but now multiplied by the no inelastic

ion–ion scattering probability, i.e. including the survival factor.

where

AXn =
Z2↵

⇡2

Z
d!

!
��A!A⇤(!) . (43)

The large b? limit of (41), for which we have �A1A2(b?) ⇠ 1, is therefore driven by the integrand

IX1X2(b?) ⌘ b?J0(b?k?)PX1X2(b?)
1/2 , (44)

where in this limit we have

P0n(b?) ⇡ 1� AXn

b2?
,

P1n(b?) ⇡
A1n

b2?

✓
1� AXn

b2?

◆
,

PXn(b?) ⇡
AXn

b2?
, (45)

such that

I1n1n, I1nXn, IXnXn ⇠ J0(b?k?)

b?
, (46)

which is numerically rapidly converging1. For the same reason, once we appropriately use (25)
rather than (23) then the 0n0n results in an integral that has the same convergence. For the
remaining cases however we have

I0n1n, I0nXn ⇠ J0(b?k?) , (47)

and the numerical convergence of the integral (though it is certainly finite) is more problematic.
To resolve this, we can consider the integrands

"
I0n1n � A1/2

1n

b?

#
+

A1/2
1n

b?
. (48)

1
Strictly speaking this result relies on the xb?mA ⌧ 1 limit being true, and hence is not valid at very large

values of b?. However this occurs in a region where the integrand is already numerically negligible and moreover

for large xb?mA � 1 scaling is in fact more strongly (exponentially) suppressed by b?, such that the corresponding

integral (41) is certainly convergent.
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Comparison to data
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• ATLAS have measured dilepton (       ) UPCs for range of neutron tags, in 
terms of neutron tagged event fractions (              ).

ATLAS
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Figure 4: Comparison of SuperChic 4.2 predictions to ATLAS data [24] on ultraperipheral muon pair produc-

tion in PbPb collisions at
p
snn = 5.02 TeV as a function of the dimuon invariant mass and for di↵erent dimuon

rapidity regions. Results for the ratio of the Xn0n and XnXn cross sections to the inclusive UPC case (with

respect ion dissociation) are shown. The muons are required to have p?,µ > 4 GeV, |⌘µ| < 2.4, mµµ > 10 GeV

and p?,µµ < 2 GeV. Data errors correspond to systematic and statistical added in quadrature.

In terms of the broad trend, we can see that both of these fractions are predicted to increase
with mµµ, which is as we would expect. In particular, from (4) we can see that the average
initial–state photon transverse momentum will increase with the photon momentum fraction
xi / mµµ. In impact parameter space this corresponds to smaller b? values, and we can see
from Fig. 3 that it is precisely the 0nXn and XnXn cases that are enhanced in this region,
with the 0n0n, conversely, suppressed. This trend is clearly observed in the data, even within
the relatively large uncertainties at larger mµµ. In more detail, however, we can see that there
is a distinct tendency to overshoot the data in the lowest mass bin (and at central rapidities, in
the second mass bin). That is, too much ion dissociation is predicted, for all dimuon rapidities.

In Fig. 5 we show a comparison to the same dataset, but now presented di↵erentially in the
dimuon rapidity, for di↵erent dimuon invariant mass regions. We can see that the 0nXn and
XnXn fractions are predicted to increase with rapidity, which is again driven by the changing
photon q? dependence in the production amplitude due to (4), and the dependence of the photon
momentum fractions on the dimuon rapidity. In this case, forward rapidity corresponds to an
increased photon xi on one side, but a decrease on the other, and so it is not immediately obvious
that the overall trend should be for larger average photon transverse momenta, and hence smaller
impact parameters b?. This is however the basic trend predicted by the full numerical treatment,
and indeed similar behaviour is predicted in earlier studies of photon–initiated production in
heavy ion and pp collisions, see e.g. [18,42]. We can see from the plots that this trend is indeed
observed in the data, again supporting the theoretical framework presented here. On the other
hand, the same overshoot in the lowest mµµ bin is clear.

We next consider a comparison to the ATLAS data on electron pair production [25]. In
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Figure 5: As in Fig. 4 but now shown as a function of the dimuon rapidity, and for di↵erent dimuon invariant

mass regions.

Fig. 6 we show the 0n0n, 0nXn and XnXn fractions as a function of the dielectron invariant
mass, for di↵erent dielectron rapidity regions. As data for the three cases are provided by
ATLAS, we present comparisons for all of these, however as noted above only two of the three
are independent, i.e. the sum in any given bin is by construction unity. We note that the event
selection, given in the figure captions, is rather similar between this and the muon measurement,
with in this case somewhat lower invariant masses being probed. The same overall trend as
predicted above is again seen with respect to the pair invariant mass, mee, i.e. for the 0nXn
and XnXn fractions to increase, and the 0n0n to decrease, as mee increases. This is again
clearly observed in the data, and in general the level of agreement between data and theory is
good. The most visible di↵erences are in the forward rapidity, 1.8 < |yee| < 2.4, bin, both at low
and high masses. In the high mass bin, however, the data errors are rather large and certainly
the rather extreme suppression in the 0n0n case is not seen in the other rapidity bins.

Looking more closely, we can see that there is again a general trend to overshoot the 0nXn,
XnXn data, and undershoot the 0n0n data, as there was in the dimuon data. Given, as
discussed in Section 2.3, there is a reasonable theoretical uncertainty in the predicted �A ! A⇤

cross section, it is interesting to investigate how much lower the input cross section would need
to be in order to better match the data. Before doing so, we note that the second invariant mass
bin, 10 < mee < 20 GeV, in the dielectron measurement covers the same region as the lowest
invariant mass bin in the dimuon measurement, see Figs. 4 and 5, and for the same dilepton
rapidity region; the only di↵erence from the point of view of the kinematic cuts is the tighter
p? cut in the dimuon case. We would therefore expect rather similar fractions f in both cases,
and indeed that is true to very good approximation in the theoretical predictions. In terms of
the data, on the other hand, the 0nXn and XnXn fractions are rather higher in the dimuon
case, at the ⇠ 2� level. In Fig. 7 we therefore show comparisons to both the dielectron and
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• Fractions show clear kinematic dependence, in line with expectations.

• Data/theory agreement in general encouraging, with some excess in 
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★Dielectron data:
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Figure 6: Comparison of SuperChic 4.2 predictions to ATLAS data [25] on ultraperipheral electron pair pro-

duction in PbPb collisions at
p
snn = 5.02 TeV as a function of the dimuon invariant mass and for di↵erent

dimuon rapidity regions. Results for the ratio of the 0n0n, Xn0n and XnXn cross sections to the inclusive UPC

case (with respect ion dissociation) are shown. The electrons are required to have p?,e > 2.5 GeV, |⌘e| < 2.4,
mee > 5 GeV and p?,µµ < 2 GeV. Data errors correspond to systematic and statistical added in quadrature.

dimuon invariant mass distributions on the same plot. We can see that indeed the predicted
0nXn, XnXn distributions overshoot both sets of data, in particular at lower mass, but that
this occurs rather more significantly for the dimuon data. We also show in the dashed histogram
the predicted fractions when the default �A ! A⇤ cross section is multiplied by a factor of 0.8,
and can see that in this case the agreement is rather better. It may therefore be that some
amount of tuning is required in the future to better match the data. To enable this, in the
public SuperChic 4.2 release we provide a flag (fracsigX) by which the normalization of the
�A ! A⇤ cross section may be modified. We note however, that in practice a reduction in the
�A ! A⇤ cross section cannot simply be achieved by e.g. removing the higher energy and less
well constrained region, where a Regge theory parameterisation must be used; even removing
the entire cross section above ! > 20 GeV (corresponding to |y�n| ⇠ 6.5) only reduces the cross
section by a further ⇠ 10%. This therefore corresponds to a fairly significant reduction.

We note that in principle another variable that will impact on the predicted dissociation
fractions is the treatment of the survival factor. For example, if the suppression due to this is
increased and/or pushed to lower impact parameter values, this will modify the average impact
parameter sampled in the cross section. Given the dissociation probabilities have distinct impact
parameter dependencies as in Fig. 3, this will then modify these. However, on closer investigation
we find that it is only with the rather extreme variations in the survival factor (of the type
examined in [21]) that a noticeable reduction in the 0nXn, XnXn fractions occurs, and not
necessarily with a better description of both cases simultaneously. A further way to shed light
on this issue would be to present data in the 0n1n and 1n1n channels. In these cases the ion
dissociation is guaranteed to be dominated by the GDR region, where uncertainties due to the
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• Basic trends again as expected, and 
matched by data.

• Quantitative agreement reasonable, 
with some difference in detail.
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Figure 7: As in Fig. 4 but with the ATLAS data in the dielectron channel [25] for the same mass bins (and

with a very similar event selection) shown. Theoretical predictions correspond to the dimuon event selection,

but results for the dielectron case (which is very similar) are barely distinguishable, and hence are not shown

for clarity. The solid histograms correspond to the default SuperChic 4.2 predictions, while the dashed curves

correspond to the result with the �A ! A⇤
cross section (34) multiplied by 0.8, for comparison.

Figure 8: Comparison of SuperChic 4.2 predictions to ATLAS data [25] on ultraperipheral electron pair pro-

duction in PbPb collisions at
p
snn = 5.02 TeV in the 0n0n channel, and for a range of kinematic variables.

The electrons are required to have p?,e > 2.5 GeV, |⌘e| < 2.4, mee > 5 GeV and p?,µµ < 2 GeV. Data errors

correspond to systematic and statistical added in quadrature, and are shown by the grey band in the data/theory

ratios.
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• Only with default prediction: there 
are uncertainties in        .

• Tuning down by ~ 20% gives better 
agreement. Available as flag in MC.
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CMS
★Dimuon acoplanarity distributions measured for range of neutron tags, fit in 

region where LO UPC mechanism dominates.
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Figure 9: Comparison of SuperChic 4.2 predictions to CMS data [26] on ultraperipheral muon pair production

in PbPb collisions at
p
snn = 5.02 TeV for the average dimuon acoplanarity, ↵, and invariant mass, mee, for

di↵erent neutron tags. The muons are required to have p?,µ > 3.5 GeV, |⌘µ| < 2.4, 8 < mµµ < 60 GeV. Data

errors correspond to systematic and statistical added in quadrature.

Figure 10: Comparison of SuperChic 4.2 predictions to CMS data [26] on ultraperipheral muon pair production

in PbPb collisions at
p
snn = 5.02 TeV as a function of the dimuon acoplanarity, ↵, for di↵erent neutron tags.

The distributions are defined such that the cross section is normalized in the ↵ < 0.004 region, where higher order

QED e↵ects are less significant. The muons are required to have p?,µ > 3.5 GeV, |⌘µ| < 2.4, 8 < mµµ < 60 GeV.

Data errors correspond to systematic and statistical added in quadrature.

driven to somewhat larger values by such higher order QED e↵ects. As these are absent in the
current theoretical treatment, this would then lead the observed excess in Fig. 9 (left).

In Fig. 9 (right) the average dimuon invariant mass is shown. The basic trend is for this to
increase as one requires more neutron emission, and is again as expected from the discussion in
the previous section, and indeed observed in the ATLAS data, for which the 0nXn and XnXn
event fractions are enhanced at larger dilepton invariant masses. This is therefore again an
encouraging validation of the overall approach. Some excess of data over theory is on the other
hand observed in the 0nXn and XnXn cases, albeit within relatively large experimental errors.

3.3 Comparison to STAR data

Finally, in this section we compare to the STAR measurement [27] of ultraperipheral electron
pair production in AuAu collisions at

p
snn = 200 GeV. These data are taken with a XnXn

neutron tag imposed, or more precisely a Y nY n tag with Y = 1, 2, 3 suitably corrected up to the
full X > 0 case. A particular observable of interest is the azimuthal angle ��, defined in [27] as
the angle between the dielectron transverse momentum, pee? , and the transverse momenta of one
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Figure 9: Comparison of SuperChic 4.2 predictions to CMS data [26] on ultraperipheral muon pair production

in PbPb collisions at
p
snn = 5.02 TeV for the average dimuon acoplanarity, ↵, and invariant mass, mee, for

di↵erent neutron tags. The muons are required to have p?,µ > 3.5 GeV, |⌘µ| < 2.4, 8 < mµµ < 60 GeV. Data

errors correspond to systematic and statistical added in quadrature.

Figure 10: Comparison of SuperChic 4.2 predictions to CMS data [26] on ultraperipheral muon pair production

in PbPb collisions at
p
snn = 5.02 TeV as a function of the dimuon acoplanarity, ↵, for di↵erent neutron tags.

The distributions are defined such that the cross section is normalized in the ↵ < 0.004 region, where higher order

QED e↵ects are less significant. The muons are required to have p?,µ > 3.5 GeV, |⌘µ| < 2.4, 8 < mµµ < 60 GeV.

Data errors correspond to systematic and statistical added in quadrature.

driven to somewhat larger values by such higher order QED e↵ects. As these are absent in the
current theoretical treatment, this would then lead the observed excess in Fig. 9 (left).

In Fig. 9 (right) the average dimuon invariant mass is shown. The basic trend is for this to
increase as one requires more neutron emission, and is again as expected from the discussion in
the previous section, and indeed observed in the ATLAS data, for which the 0nXn and XnXn
event fractions are enhanced at larger dilepton invariant masses. This is therefore again an
encouraging validation of the overall approach. Some excess of data over theory is on the other
hand observed in the 0nXn and XnXn cases, albeit within relatively large experimental errors.

3.3 Comparison to STAR data

Finally, in this section we compare to the STAR measurement [27] of ultraperipheral electron
pair production in AuAu collisions at

p
snn = 200 GeV. These data are taken with a XnXn

neutron tag imposed, or more precisely a Y nY n tag with Y = 1, 2, 3 suitably corrected up to the
full X > 0 case. A particular observable of interest is the azimuthal angle ��, defined in [27] as
the angle between the dielectron transverse momentum, pee? , and the transverse momenta of one

19

• Increase in        with dissociation as 
expected, and matched by data.

• Some theory/data excess. Evidence 
due to FSR (backup).
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⇡

• Increase in           with dissociation as 
expected, and matched by data.

• Data/theory agreement good!
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STAR
★STAR data on dielectron production. Principle result: distribution w.r.t. 

azimuthal angle        between        and       .
★  Data taken with XnXn tag: essential to account for mutual ion dissociation.
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Figure 11: Comparison of SuperChic 4.2 predictions to STAR data [27] on ultraperipheral electron pair pro-

duction in AuAu collisions at
p
snn = 200 GeV as function of the azimuthal angular separation, ��, defined

in the text. In the left plot the prediction for the inclusive (with respect to the neutron tag) case, both with

and without including the ion–ion survival factor, are shown for comparison. In the right plot the predicted

distribution with respect to the alternative variable, ��0
, defined in the text, as well as the fit of the functional

form (53) to the data are shown. The electrons are required to have p?,e > 0.2 GeV, |⌘e| < 1.0, 0.4 < mee < 2.6
GeV, and p?,ee < 0.1 GeV. Data errors correspond to systematic and statistical added in quadrature.

of the e±. It is in particular predicted in [34] (see also [64–66]) that a modulation of the type

d�

d��
/ 1 +A2�� cos 2��+A4�� cos 4�� , (53)

should be observed in the case of dilepton UPCs, with A2�� being zero up to lepton mass
corrections ⇠ m2

l /m
2
ll, and the precise value of A4�� depending on the specific kinematics. To

be precise, the variable �� is in fact defined in [34] to be the angle between the the dielectron
transverse momentum and the vector di↵erence l? = pe+

? � pe�
? , which only coincides with

the STAR experimental definition in the pe? � pee? limit. While this is true to reasonable
approximation, it is as we will see not exact, and so we will for completeness consider both
definitions, denoting that of [34] as ��, and the STAR definition as ��0.

In Fig. 11 we compare our predicted normalized �� distribution to the STAR data, while in
Table 1 we compare the predicted values of A(2,4)��, as well as the root mean squared dielectron
transverse momentum, pee? , and the fiducial cross section to the measured values. We first
observe that the predicted total cross section is in excellent agreement within uncertainties with
the data. Next, in Fig. 11 (left) we also show for comparison the predicted distribution in the
inclusive (with respect to neutron tag) case, with and without including the ion–ion survival
factor. In general, we observe an oscillatory behaviour with respect to ��, which arises due to
the photon polarization dependence in the �� ! X production amplitude (see (13)). This e↵ect
was first discussed in [67] and is appropriately incorporated in SuperChic, but is not always
accounted for in public MCs, such as e.g. Starlight [32].

We can see by comparing to the inclusive case that the XnXn tag requirement and the
survival factor both have a non–negligible (and in fact counteracting) impact on the predicted
distribution. This is due to the di↵ering impact parameter dependence of the ion dissociation
probability with respect to the inclusive case, which modifies the corresponding amplitude (22)
(after making the replacement (40)) in a non–trivial way. We can then see from (13) that
this amplitude couples the initial–state photon transverse momenta to the �� ! e+e� vertex
such that the weight of the contributing photon helicity amplitudes will be modified by the
ion dissociation probability (as well as the ion–ion survival factor) and its particular impact
parameter dependence. Indeed, a discussion of this e↵ect from a di↵erent perspective is presented
in [34]. As an aside, we note that for the 1n1n case the predicted distribution is very similar
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• Distribution in        quite well matched (up to apparent data fluctuations).

• Impact of neutron tag on this is clear. Again comes from correct account of 
kinematic impact of mutual ion dissociation.
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SuperChic Data
� [µb] 240 261± 37

|A2��| (%) 6.2 2.0± 2.4
|A4��| (%) 20.1 16.8± 2.5q⌦
(pee? )2

↵
[MeV] 36.1 38.1± 0.9

Table 1: Predicted values of A2,4��, as well as the root mean squared dielectron transverse momentum, pee? ,

and the fiducial cross section to the STAR data [27]. The corresponding coe�cients with respect to ��0
are very

similar, and are therefore not given. Uncertainties correspond to sum in quadrature of all quoted sources from

the experimental analysis.

(although not identical) to the XnXn case, hence any potential e↵ect from the fact that the
ZDC tag does not extend beyond 3 neutrons should be negligible.

For the appropriate XnXn case we can see in Fig. 11 that the predicted distribution matches
the data reasonably well. The agreement is in particular excellent in the �� & ⇡/2 region,
while below this there are some discrepancies. In the right plot, however we also show the result
of a direct fit using (53) to the data, and while this achieves a somewhat better agreement
at low ��, overall the agreement is not significantly improved. We also show a comparison
to the experimental definition, ��0; we can that the predicted distribution is indeed mildly
di↵erent, with a somewhat better agreement at lower ��, but again overall the agreement is
not significantly improved.

Therefore, there is possibly a limit to how well any prediction can match the measurement,
perhaps due to fluctuations in the data or some other systematic e↵ect. Nonetheless, in Table 1
the predicted values of A2,4�� are compared to the values determined in [27] from a fit to the
data and there is fair agreement, at the ⇠ 1 � 2� level. With further more precise data the
agreement may of course improve, but a more precise analysis, accounting for e.g. higher order
QED e↵ects may improve this. Indeed, in e.g. [34,35] the impact of accounting for photon FSR
from the dilepton system is discussed and found to be non–negligible in some cases. Similarly, in
Table 1 the root mean squared dielectron transverse momentum is also given, and again found
to be in fair agreement with the data, but to lie below the measured value; photon FSR e↵ects
will act precisely to increase this.

Indeed, in Fig. 12 we compare the predicted transverse momentum distribution with the
STAR data and the agreement is seen to be very good for most of the p?,ee region, but with
some excess of data over theory at the larger values, which again is as we would expect from
photon FSR e↵ects. We also show for comparison the predicted distribution in the inclusive
(with respect to neutron tag) case, with and without including the ion–ion survival factor. The
impact of a full kinematic account of ion dissociation is again clear, and it is only after doing
this that the data are matched well. The fact that the XnXn tag leads to a broadening of
the transverse momentum distribution towards higher values is again exactly as expected from
the impact parameter dependence of the XnXn dissociation probability, which is more strongly
peaked to lower values, i.e. larger p?,ee.

As mentioned above, in [34, 65, 66] it is argued that the A2�� coe�cient in (53) should be
zero up to ⇠ m2

e/m
2
ee electron mass corrections. However, we can see from Table 1 that this

is not the case for our prediction. The reason for this comes from considering precisely what
is assumed in these analyses, namely that the photon transverse momenta are much smaller
than the electron transverse momenta, i.e. pee? ⌧ pe?. However, the STAR data extend down
to mee = 0.4 GeV, i.e. a minimum pe? ⇠ 130 MeV (given |⌘e| < 1), which is indeed larger
than the root mean squared dielectron transverse momentum,

p
h(pee? )2i ⇠ 40 MeV, but not so
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Figure 12: Comparison of SuperChic 4.2 predictions to STAR data [27] on ultraperipheral electron pair pro-

duction in AuAu collisions at
p
snn = 200 GeV as function of the dielectron transverse momentum, p?,ee. The

electrons are required to have p?,e > 0.2 GeV, |⌘e| < 1.0, 0.4 < mee < 2.6 GeV, and p?,ee < 0.1 GeV. Data

points are extracted from [27]; as precise p? binning not publicly available theoretical results are presented as

curves only.

large that one can necessarily neglect it entirely in the calculation. More precisely, the predicted
distribution (53) in fact corresponds [65] to the di↵erential cross section with respect to pee

? and
the vector di↵erence l? defined above, whereas the observed cross section is of course integrated
over these. The lepton transverse momenta cuts pe? > pcut? = 200 MeV correspond in terms of
these to

l2? + (pee? )2 ± 2|l?||pee? | cos�� > 4(pcut? )2 , (54)

which can introduce a dependence on cos��, that is not captured by (53) with A2�� = 0.
The precise form of this depends on the above cut and its non–trivial interplay with the full
kinematic dependence of the production cross section, and hence is not straightforward to predict
analytically. It is only by providing a full MC treatment, as we do here, that this can be
accounted for. We note that if we remove the pe? cuts, then the predicted value of A2�� is indeed
consistent with zero, as it is if we increase the threshold on mee to e.g ⇠ 4 GeV; this e↵ect is
therefore rather specific to the STAR kinematics. If we reduce the electron mass arbitrarily,
then this makes a negligible di↵erence, confirming that this is not the relevant factor.

In the STAR analysis [27] the data are compared to a ‘QED’ prediction from [68]. Although
the language used is sometimes di↵erent, the basic approach of this is the same as that applied
here, i.e. the impact parameter dependent ion dissociation and ion–ion survival probabilities are
accounted for and appropriately translated to transverse momentum space, with the standard
LO QED �� ! l+l� amplitude applied and the ion photon flux accounted for via the usual
ion EM form factors. Qualitatively we see reasonable agreement with these results, but they
are not identical. The reason for this is unclear, and may lie in the precise implementation of
the above theoretical ingredients. However, we note that the quoted value of A2�� is indeed
exactly zero, contrary to the discussion above, and therefore these predictions must rely on the
pee? ⌧ pe? approximation, which as discussed above is not necessarily valid for the STAR data.
Hence, this is a possible reason for the observed di↵erence.

Finally, we end this section by noting that some care is needed in interpreting the comparisons
made in the STAR analysis [27]. In particular, in the previous versions of SuperChic, as is
clearly described in [18] for the case of version 3 where heavy ion UPCs are first considered,
ion dissociation had not yet been implemented. That is, only inclusive (with respect to ion
dissociation) production could be generated. The STAR data are on the other hand taken with
a XnXn tag, that is they are not inclusive with respect to ion dissociation. Given this, and as
we have discussed in detail above, we would expect the SuperChic 3 predictions not to match
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• Dielectron            again well matched. Reasonable agreement for extracted:
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Figure 11: Comparison of SuperChic 4.2 predictions to STAR data [27] on ultraperipheral electron pair pro-

duction in AuAu collisions at
p
snn = 200 GeV as function of the azimuthal angular separation, ��, defined

in the text. In the left plot the prediction for the inclusive (with respect to the neutron tag) case, both with

and without including the ion–ion survival factor, are shown for comparison. In the right plot the predicted

distribution with respect to the alternative variable, ��0
, defined in the text, as well as the fit of the functional

form (53) to the data are shown. The electrons are required to have p?,e > 0.2 GeV, |⌘e| < 1.0, 0.4 < mee < 2.6
GeV, and p?,ee < 0.1 GeV. Data errors correspond to systematic and statistical added in quadrature.

of the e±. It is in particular predicted in [34] (see also [64–66]) that a modulation of the type

d�

d��
/ 1 +A2�� cos 2��+A4�� cos 4�� , (53)

should be observed in the case of dilepton UPCs, with A2�� being zero up to lepton mass
corrections ⇠ m2

l /m
2
ll, and the precise value of A4�� depending on the specific kinematics. To

be precise, the variable �� is in fact defined in [34] to be the angle between the the dielectron
transverse momentum and the vector di↵erence l? = pe+

? � pe�
? , which only coincides with

the STAR experimental definition in the pe? � pee? limit. While this is true to reasonable
approximation, it is as we will see not exact, and so we will for completeness consider both
definitions, denoting that of [34] as ��, and the STAR definition as ��0.

In Fig. 11 we compare our predicted normalized �� distribution to the STAR data, while in
Table 1 we compare the predicted values of A(2,4)��, as well as the root mean squared dielectron
transverse momentum, pee? , and the fiducial cross section to the measured values. We first
observe that the predicted total cross section is in excellent agreement within uncertainties with
the data. Next, in Fig. 11 (left) we also show for comparison the predicted distribution in the
inclusive (with respect to neutron tag) case, with and without including the ion–ion survival
factor. In general, we observe an oscillatory behaviour with respect to ��, which arises due to
the photon polarization dependence in the �� ! X production amplitude (see (13)). This e↵ect
was first discussed in [67] and is appropriately incorporated in SuperChic, but is not always
accounted for in public MCs, such as e.g. Starlight [32].

We can see by comparing to the inclusive case that the XnXn tag requirement and the
survival factor both have a non–negligible (and in fact counteracting) impact on the predicted
distribution. This is due to the di↵ering impact parameter dependence of the ion dissociation
probability with respect to the inclusive case, which modifies the corresponding amplitude (22)
(after making the replacement (40)) in a non–trivial way. We can then see from (13) that
this amplitude couples the initial–state photon transverse momenta to the �� ! e+e� vertex
such that the weight of the contributing photon helicity amplitudes will be modified by the
ion dissociation probability (as well as the ion–ion survival factor) and its particular impact
parameter dependence. Indeed, a discussion of this e↵ect from a di↵erent perspective is presented
in [34]. As an aside, we note that for the 1n1n case the predicted distribution is very similar
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• Final remarks:

★  Inclusion of ion dissociation key here. In original STAR study older version 
of SC without this is compared to and this is not made clear!

★  Analytic results predict                   up to                     but this does not 
account for specific STAR kinematics, where                  not strictly valid.

<latexit sha1_base64="DikILeYHbR41938uDDxv4lCdOzk=">AAAB+3icdVDLSgMxFM34rPU11qWbYBFclaSUPkChoguXFewDOsOQSdM2NPMgyYhl6K+4caGIW3/EnX9jpq2gogcuHM65l3vv8WPBlUbow1pZXVvf2Mxt5bd3dvf27YNCR0WJpKxNIxHJnk8UEzxkbc21YL1YMhL4gnX9yWXmd++YVDwKb/U0Zm5ARiEfckq0kTy7cOGlZeeKCU2gE4/57Bx5dhGVEEIYY5gRXKsiQxqNehnXIc4sgyJYouXZ784goknAQk0FUaqPUazdlEjNqWCzvJMoFhM6ISPWNzQkAVNuOr99Bk+MMoDDSJoKNZyr3ydSEig1DXzTGRA9Vr+9TPzL6yd6WHdTHsaJZiFdLBomAuoIZkHAAZeMajE1hFDJza2QjokkVJu48iaEr0/h/6RTLuFqqXJTKTbPlnHkwBE4BqcAgxpogmvQAm1AwT14AE/g2ZpZj9aL9bpoXbGWM4fgB6y3TxBjk9I=</latexit>

A2�� = 0
<latexit sha1_base64="FJdfsisqIHxtaI0VusGXLqIWyhs=">AAAB+nicdVDLSgMxFM34rPXV6tJNsAh1UydD6QNcFNy4s4J9QB9DJk3b0GRmSDJKGfspblwo4tYvceffmGkrqOiBC4dz7uXee7yQM6Vt+8NaWV1b39hMbaW3d3b39jPZg6YKIklogwQ8kG0PK8qZTxuaaU7boaRYeJy2vMlF4rduqVQs8G/0NKQ9gUc+GzKCtZHcTPYqL1zed86EG3M+6zunbiZnF2zbRgjBhKByyTakWq04qAJRYhnkwBJ1N/PeHQQkEtTXhGOlOsgOdS/GUjPC6SzdjRQNMZngEe0Y6mNBVS+enz6DJ0YZwGEgTfkaztXvEzEWSk2FZzoF1mP120vEv7xOpIeVXsz8MNLUJ4tFw4hDHcAkBzhgkhLNp4ZgIpm5FZIxlphok1bahPD1KfyfNJ0CKhWK18Vc7XwZRwocgWOQBwiUQQ1cgjpoAALuwAN4As/WvfVovVivi9YVazlzCH7AevsEL6yTUQ==</latexit>

O(m2
l /m

2
ll)

<latexit sha1_base64="31TSjJyFy/ECSeBcQWN0bHqU1P8=">AAACBnicbVBNS8NAEN3Ur1q/oh5FWCyCp5JIUQ8eCl48VrAf0Maw2U7apZtk2d0IJfTkxb/ixYMiXv0N3vw3btuA2vpg4PHeDDPzAsGZ0o7zZRWWlldW14rrpY3Nre0de3evqZJUUmjQhCeyHRAFnMXQ0ExzaAsJJAo4tILh1cRv3YNULIlv9UiAF5F+zEJGiTaSbx8KvytAirsMxrjb72P8I8DYt8tOxZkCLxI3J2WUo+7bn91eQtMIYk05UarjOkJ7GZGaUQ7jUjdVIAgdkj50DI1JBMrLpm+M8bFRejhMpKlY46n6eyIjkVKjKDCdEdEDNe9NxP+8TqrDCy9jsUg1xHS2KEw51gmeZIJ7TALVfGQIoZKZWzEdEEmoNsmVTAju/MuLpHlacc8q1ZtquXaZx1FEB+gInSAXnaMaukZ11EAUPaAn9IJerUfr2Xqz3metBSuf2Ud/YH18Az1UmPk=</latexit>

pe? � pee?

21



Summary/Outlook/Final Remarks
★  Superchic 4.2: first complete Monte Carlo treatment of UPCs with mutual 

ion dissociation, including kinematic impact on central particles.

★Treatment of ion dissociation (survival factor) in      space, translated to        
space automatically accounts for this.
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★Data/theory comparison encouraging, but with some differences. May be 
that some fine tuning of        needed. 

★Future work: including FSR and further higher order QED effects essential 
for precision programme.
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★Results presented for dileptons here but of course applicable to other final-
states.

★Indeed provides valuable tool for future SM/BSM studies in the fruitful 
UPC channel.

Thank you for listening!
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Figure 9: Comparison of SuperChic 4.2 predictions to CMS data [26] on ultraperipheral muon pair production

in PbPb collisions at
p
snn = 5.02 TeV for the average dimuon acoplanarity, ↵, and invariant mass, mee, for

di↵erent neutron tags. The muons are required to have p?,µ > 3.5 GeV, |⌘µ| < 2.4, 8 < mµµ < 60 GeV. Data

errors correspond to systematic and statistical added in quadrature.

1

10

100

1000

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008

1
�

d�
d↵ ,

p
snn = 5.02 TeV, PbPb, 0n0n

↵

1

10

100

1000

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008

1
�

d�
d↵ ,

p
snn = 5.02 TeV, PbPb, XnXn

↵

Figure 10: Comparison of SuperChic 4.2 predictions to CMS data [26] on ultraperipheral muon pair production

in PbPb collisions at
p
snn = 5.02 TeV as a function of the dimuon acoplanarity, ↵, for di↵erent neutron tags.

The distributions are defined such that the cross section is normalized in the ↵ < 0.004 region, where higher order

QED e↵ects are less significant. The muons are required to have p?,µ > 3.5 GeV, |⌘µ| < 2.4, 8 < mµµ < 60 GeV.

Data errors correspond to systematic and statistical added in quadrature.

driven to somewhat larger values by such higher order QED e↵ects. As these are absent in the
current theoretical treatment, this would then lead the observed excess in Fig. 9 (left).

In Fig. 9 (right) the average dimuon invariant mass is shown. The basic trend is for this to
increase as one requires more neutron emission, and is again as expected from the discussion in
the previous section, and indeed observed in the ATLAS data, for which the 0nXn and XnXn
event fractions are enhanced at larger dilepton invariant masses. This is therefore again an
encouraging validation of the overall approach. Some excess of data over theory is on the other
hand observed in the 0nXn and XnXn cases, albeit within relatively large experimental errors.

3.3 Comparison to STAR data

Finally, in this section we compare to the STAR measurement [27] of ultraperipheral electron
pair production in AuAu collisions at

p
snn = 200 GeV. These data are taken with a XnXn

neutron tag imposed, or more precisely a Y nY n tag with Y = 1, 2, 3 suitably corrected up to the
full X > 0 case. A particular observable of interest is the azimuthal angle ��, defined in [27] as
the angle between the dielectron transverse momentum, pee? , and the transverse momenta of one

19

CMS data

• Excess in theory over data in       driven by tail of distributions, where FSR 
effects will be largest.

• Missing in theory        indication this may be the culprit.
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Figure 2: Lowest order breakup probabilities for PbPb collisions at
p
snn = 5.02 TeV, for single and multiple

neutron emission, as defined in (34), given by the dashed curves. Also shown in solid is the result applying the

unitarising corrections discussed in the text.

these rough expectations. Including the contribution below 80 GeV and above the GDR region,
we find that (36) accounts for roughly 25% of the total contribution to (34) at the LHC, again
for b? = 3RA. Given the lack of direct data in this region, we can conservatively assign an
uncertainty of this order in the corresponding neutron tagged cross section. We note that a
useful way to bypass this uncertainty source is to consider single neutron tag data (i.e. 0n1n
and 1n1n), where the contribution from this region is negligible.

Indeed, at these high energies, the photon–ion interaction cannot be viewed as a purely elec-
tromagnetic one. In particular, according to the rather well established vector meson dominance
model [61–63] we can view the photon as a superposition of light vector mesons, which then un-
dergoes a hadronic (dominantly inelastic) interaction with a nucleon within the ion. Indeed, for
su�ciently high photon energies the �n system will become relatively more central in rapidity,
while the underlying �n interaction will be a relatively high multiplicity inelastic hadronic event.
Hence it is arguably possible that the produced neutrons may not be detected in the ZDCs or,
more significantly, whether some of the products of the inelastic �n interaction will be seen
centrally and hence fail the experimental veto on additional particle production in the central
detector. Given it has been observed in e.g. the ATLAS data on muon pair production [24] in
PbPb UPCs that the Starlight [17] predictions (which include this high energy contribution
up to the kinematic limit) tend to overshoot the observed 0nXn and XnXn fraction, we will to
be precise cut the cross section o↵ at ! = 500 GeV, which corresponds to |y�n| ⇠ 5 for PbPb
collisions at

p
snn = 5.02 GeV. As particle production will in general occur at rapidities lower

than this, we may expect this to fail the experimental veto, although a precise evaluation would
require that we account for the particle multiplicity distribution and the particular experimental
cuts; for e.g. the ATLAS analyses [24,25] we will consider in the following section, the relevant
requirements are for no additional tracks with p? > 100 – 200 MeV out to |⌘| = 2.5�3.75. Even
absent this we can view this as an e↵ective cuto↵, driven by the comparison to data, and given
the uncertainties in the calculation discussed above. For b? = 3RA this removes roughly 15%
of the contribution. As we will see when comparing to the ATLAS measurement of dilepton
production in UPCs, it may be that a more stringent cut is required to match the data.

The resulting lowest order breakup probabilities, for single and multiple neutron emission,
are shown in Fig. 2 by the dashed lines. The multiple neutron emission probability is moderately
larger than the single emission probability, as expected from the discussion above. However, we
can also see that at smaller impact parameters, the probability increases, and in both cases rises
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the region of smaller ion–ion impact parameters, which are strongly suppressed by the ion–ion
survival factor. Other higher order QED processes that we will not consider in detail here are
when additional photons are exchanged between the production process (i.e. the dilepton system
in the case of lepton pair production) and the ions, as well as the production of additional low
momenta electron pairs, i.e. so–called unitarising e↵ects. These are discussed further in [21] and
the references therein; while these will dominantly not lead to ion dissociation, they may e↵ect
the cross section predictions at the precision level. A more detailed account of these is left to
future work.

Returning to the case of mutual ion dissociation we will consider here, the nuclear excitation is
assumed to occur independently of the �� ! X production process, and so in impact parameter
space we can write

d�X1X2 =

Z
d2b1? d2b2? d�S2 PX1X2(s, b?) , (32)

where PX1X2 is the breakup probability, such that Xi = 0, 1, X corresponds to the the emission
of 0 (i.e. no nuclear excitation) 1, or X > 0 neutrons emitted for each ion i = 1, 2. The
probability PX1X2(b?) depends on the total ion–ion impact parameter b? = |b1? + b2?| and
factorizes into independent breakup probabilities for each ion, i.e.

PX1X2(b?) = PX1(b?)PX2(b?) . (33)

In the same way as the �� ! X cross section (10) in the EPA, formulated in impact parameter
space, the lowest order breakup probability for each ion i = 1, 2 is then given by a convolution
of the photon emission flux from the ion j = 2, 1 and the �A ! A⇤ cross section:

P 1
Xn(b?) =

Z
d!

!
|Ñ(x, b?)|2��A!A⇤(!) , (34)

where ! is the photon energy in the A rest frame, i.e. ! = xs/(2mA) in the s � m2
A limit,

which holds to very good approximation; the dissociation probability therefore depends on s,
as well as the ion beam type, but we omit these arguments for brevity. The flux factor |Ñ |2 is
built from exactly the same ingredients that enter the �� ! X cross section (1). To be precise
it is given in terms of the Fourier transform

Ñ(x, b?) ⌘
1

(2⇡)

Z
d2q?N(x, q?)e

�iq?·b? , (35)

where N(xi) is defined in (12). ��A!A⇤(!) is the photon–ion excitation cross section, which has
been measured over a wide range of photon energies from fixed target ion scattering experiments.
The corresponding data points, which we use to perform the integral (34) are show in Fig. 1;
these are in many cases as implemented in the Starlight MC [17] (see also [29,48]), with some
exceptions that we will describe below.

The cross section is shown in Fig. 1 (left), while the result weighted by the flux factor as per
(34) is shown in Fig. 1 (right) for the, as we will see, representative value of b? = 3RA. The
largest peak in the ! ⇠ 10� 20 MeV region corresponds to the dominant GDR resonance, data
for which is taken from [49] for both the single and multiple neutron emission cases, fitted to
a Lorentz shape. In the single neutron emission case the upper limit of the integral (34) is set
to the upper limit of these data, at ! = 23.4 MeV, where indeed the cross section is negligible.
Above this energy, photon absorption will very dominantly lead to multiple neutron emission.
In the 23.4 < ! < 440 MeV region we use the data from [50, 51] on photonuclear scattering.
In the 440 < ! < 2000 MeV region we use the data from [52] on photonuclear scattering; this
is in contrast to [17] (see also [29, 48]) where older data [53, 54] on �p and �n scattering were
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• Using naive ion dissociation probability:

this becomes > 1 at lower impact parameters.

• Instead interpret as Poisson 
probability and use:

above unity. This is driven by the flux in (34) which one can readily show scales as

|Ñ(x, b?)|2 ⇡
Z2↵

⇡2

1

b2?
, (38)

for the dominant region of x (i.e. x ⌧ 1) that contributes to (34) and for b? > RA such that
the ion can be treated as a point–like charge. That is the flux is peaked towards low b?, until
we reach b? < RA where the extended nature of the ion comes into play and the flux becomes
suppressed by the ion form factor (although the contribution from this region is in any case
negligible once one accounts for the ion–ion survival factor).

This indicates an inadequacy in the lowest order (in Z2↵) perturbative approximation for
the ion excitation process, in particular given the Z2 enhanced flux for photon emission from the
spectator ion. To account for this, we follow the approach described in [32], namely assuming
each ion excitation process happens independently we have that the number of excitations follows
a Poissonian probability, such that

P0n(b?) = exp(�P 1
Xn(b?)) ,

P1n(b?) = P 1
1n exp(�P 1

Xn(b?)) ,

PXn(b?) = 1� exp(�P 1
Xn(b?)) . (39)

The impact of this unitarising is shown in Fig. 2, where we can see this by construction gives
dissociation probabilities that never exceed unity. While the dominant e↵ect of this is in fact
below the b? ⇠ 2RA region, which is in any case removed once the ion–ion survival factor
is included, it is not negligible; it reduces the XnXn cross section by a factor of ⇠ 1.5 � 2,
depending on the precise kinematics.

The corresponding dissociation probabilities (33) are shown in Fig. 3. In the left plot the
results prior to multiplying by the probability exp(�⌦A1A2(s, b?)) of no ion–ion inelastic scat-
tering are shown for reference, and in the right plot this is accounted for. As expected from the
discussion above, the probability for ion dissociation is peaked towards b? ⇠ 2RA by the scaling
of the flux (38), before being cut o↵ by the no ion–ion inelastic scattering probability, which
rapidly approaches zero below b? . 2RA. Conversely, if no ion dissociation is required, as in
the 0n0n case, than the probability become increasingly close to unity as b? increases. For the
mixed 0nXn case the peaking towards b? ⇠ 2RA is again present, although this is less strong
than for XnXn; the 0n1n result is not shown for clarity, though it follows a similar trend.

So far, we have worked purely in impact parameter space, however for a full treatment,
and in particular to account for the process and kinematic dependence of the ion dissociation
probability, we must translate these to transverse momentum space. To do this, we simply
replace

�A1A2(s, b?)
1/2 ! [�A1A2(s, b?)PX1X2(b?)]

1/2 , (40)

and then use this as in (22) to get the corresponding amplitude in transverse momentum space
and hence cross section. More precisely, from (23) we are interested in the integral

Z
d2b? eik?·b? [�A1A2(s, b?)PX1X2(b?)]

1/2 ,

= 2⇡

Z
db? b?J0(b?k?) [�A1A2(s, b?)PX1X2(b?)]

1/2 , (41)

where J0 is a Bessel function of the first kind. Making use of (38) we have

P 1
Xn(b?) ⇡

AXn

b2?
, (42)
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• Probabilities by 
definition unitary.

• Reduces e.g. XnXn 
cross section by ~ 1-2.
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d�(S2)

d�(noS2)• E.g. for dimuon 
production at 5.02 TeV.

• Clear impact on mass and 
rapidity distributions 
(and others).


