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R ational Core-Collapse Supernovae   (CCSN)

● Gravitational collapse of the core of massive 

stars and the subsequent explosion of such 

stars as supernovae.

● May provide valuable information about the 

physical processes operating during the 

gravitational collapse of the iron cores of 

massive stars.
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TimeSeries of CCSN

Time-domain waveforms from CCSN
[Fig. 4 from Richers et al (1701.02752)]
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Deep-Learning
For Classification and Regression:

Residual Convolutional Neural Networks (ResCNN)
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Datasets ● Selection of CCSN waveforms from the catalog 

developed by Richers et al:

➢ ⍵0 ≥ 3.0 rad/s

➢ tcollapse < 1.0 s

● Selection of parameter space.

For each element of the Dataset

● Generation of a signal with random parameters;

● Projection of the signal into the detectors;

● Injection of the projected signals into the real noise 

of each detector;

● Whitening;
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Classification
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Dataset Properties:

● 50% background noise and 50% signal;
● Distance between 5 and 20 kPc;
● Random sky position and polarization angle;
● Fixed inclination (π/2 rad);
● All signals with SNR ≥ 5;

GOAL: Distinguish strains with detector background noise from strains with 
gravitational wave signals injected into the noise.



Classification Training
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Training configurations:

● 80% training set and 20% validation set
● Training function: fit_one_cycle
● Maximum Learning Rate: 0.003
● Weight decay: 0.001
● Model: ResCNN(3,2)



Classification Results:
Dataset of 10k
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Classification Results
Dataset of 10k
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For the training with 25 epochs:
Valid Loss: 0.1010
Accuracy: 97.5%



Classification Results: Dataset of 10k (25 epochs)
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● No actual noise classified as signal with 
score threshold of 0.5;

● Only 51 of actual signals was predicted 
as noise (5.24%);

● AUC of 0.985
Predicted

ROC curve



Classification Results: Dataset of 10k (25 epoch)
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Fig. - Distribution of Distance, Dh and Peak Frequency as a function of the SNR for the wrongly 
classified real signals. The colors represents the score given by the model.



Classification Results:
Dataset of 100k
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Classification Results: Dataset of 100k (10 epoch)
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● No actual noise classified as signal with score 
threshold of 0.5;

● Only 379 of actual signals was predicted as 
noise (3.79%);

● Valid Loss: 0.07687
● Accuracy: 98.1%
● AUC: 0.991

Predicted

ROC curve



Classification Results: Dataset of 100k
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Distribution of Distance, Dh and Peak Frequency as a function of the SNR for the wrongly classified real 
signals. The colors represents the score given by the model.



Regression Results:
Dataset of 10k
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Regression

Dataset Properties:

● 10k TimeSeries;
● Distance between 5 and 20 kPc;
● Random sky position;
● Fixed inclination (π/2 rad);
● All signals with SNR ≥ 5;
● Inference:

➢ Frequency at the peak of the signal, fpeak
➢ Amplitude of the signal, Δh
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GOAL: Parameter Inference



Regression Training
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Training conditions:

● 70% training set and 30% validation set
● Training function: fit_one_cycle
● Maximum Learning Rate: 0.002
● Weight decay: 0.001
● Model: ResCNN(3,2)
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(a)                                                                (b)

(c)                                                                (d)

              

Regression Results: Dataset of 10k (50 epochs)

2D histogram of predicted values 
vs real values for:
(a) ∆h with SNR ≥ 5 
(b) ∆h with SNR ≥ 15 
(c) peak frequency with SNR ≥ 5
(d) peak frequency with SNR ≥ 15

Valid loss: 0.2975
Mean absolute error: 0.3986



Regression Results:
Dataset of 100k
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Regression Results: Dataset of 100k (50 epoch)
(a)                                                               (b)

(c)                                                               (d)

              

2D histogram of predicted values vs 
real values:
(a) ∆h with SNR ≥ 5 
(b) ∆h with SNR ≥ 15 
(c) peak frequency with SNR ≥ 5
(d) peak frequency with SNR ≥ 15

Valid loss: 0.2297
Mean absolute error: 0.3347
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2D histograms of predicted ∆h 
vs real ∆h for values of:
(a) SNR ≥ 5 
(b) SNR ≥ 10
(c) SNR ≥ 15
(d) SNR ≥ 20

(a)                                                               (b)

(c)                                                               (d)

              

∆h inference for different minimum SNR (70 epochs)

For SNR ≥ 20:
Valid loss: 0.09229
Mean absolute error: 0.2170
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2D histogram of predicted peak 
frequency vs real peak 
frequency for:
(a) SNR ≥ 5 
(b) SNR ≥ 10
(c) SNR ≥ 15
(d) SNR ≥ 20

Valid loss: 0.09229
Mean absolute error: 0.2170
Valid loss: 0.09229
Mean absolute error: 0.21

(a)                                                               (b)

(c)                                                               (d)

              

Peak Frequency inference for different minimum SNR (70 epochs)

For SNR ≥ 20:
Valid loss: 0.09229
Mean absolute error: 0.2170



Conclusions

● This networks can perform 
classification with high 
accuracies

● No false positives
● False negatives appear only for 

lower values of SNR

● Regression performance is 
related to the SNR, giving the 
best results for SNR above 20
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Attachments
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Regression Results: Dataset of 100k for SNR ≥ 20
Valid loss: 0.09229
Mean absolute error: 0.2170


