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CERN Data Centre is ...
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Large number of hardware devices:
● ~ 12000 servers 
● ~ 4000 storage arrays 
● ~ 1300 network devices 

Installed in: 
● ~ 1200 racks
● 12 rooms
● 4 locations

Interconnected with:
● ~ 30000 power connections
● ~ 35000 network connections 

(and a new centre is coming in 2023)

Run by CERN/IT Fabric group 



CERN Data Centre also is ...
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… using services & tools provided by different 
CERN departments (IT/EN/BE):

● Monitoring: Monit,Cinnamon,Spectrum, 
DIP,TIM,Podium, ... (*)

● Asset Management & Lifecycle: HxGN Infor 
EAM,  EDH, ... (*)

● Operation: Snow,Impact, ... (*)

(*) - plus various tools interfacing above

… and: lots of spreadsheets ...

All (most…) of the required information is 
available - but not really integrated and presented 
in different ways … this does not make daily 
operations or planning easy ...



Data Centre Infrastructure Management
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… is the integration of information technology and facility management disciplines to centralize monitoring, management 
and intelligent of a data center's critical systems. Achieved through the implementation of specialized software, hardware 
and sensors, DCIM enables common, real-time monitoring and management platform for all interdependent systems across 
IT and facility infrastructures [wikipedia].

Commercial products: Sunbird,Nlyte,Device42,Cormant-CS,FNT …
● we have tested/reviewed most of the above.
● most are ‘all-inclusive’ solutions - asset mgmt, service desk,  

monitoring, rack mgmt, stock mgmt, visualizations, …
● not easily customizable, difficult to integrate in our 

environment.
● prohibitive pricing: mid-to-upper 6 digit prices … per year (!)

Open Source products: RackTables,OpenDCIM,Ralph
● not much choice and lacking features.
● but… can adapt these to our needs! 

After testing proof-of-concept setups OpenDCIM is the choice:
basic set of required features is present and integration using the 
API is possible.   

https://en.wikipedia.org/wiki/Capacity_planning


OpenDCIM: upstream vs. fork
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Upstream version development is very slow … and contributing not very easy or time efficient (it took 
more than 6 months to have few minor merge requests accepted).
Upstream development priorities are very different than ours (providing an ‘all-inclusive’ DCIM product 
vs. providing CERN environment integrated product without duplicating existing products in use).

… the version we use is a fork of upstream development.

Added functionality: 
● asset/power/network/ageing reports
● asset ownership / status visualization
● per phase/outlet PDU power visualization.
● power distribution visualization.
● temperature/humidity room & rack visualization. 
● extended API for above.

Updated supporting jquery and jquery plugins
Changed user interface to function correctly in all browsers
Speedup of (most of) database queries



OpenDCIM: Integration
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Asset data

Network information

Power distribution

PDU data

(processing & import)

hostgroup/env 

operations

Hardware data

Service Now
alarms

monitoring



OpenDCIM: Integration
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Integration with other systems is implemented using API:
● REST
● creation/updates/deletion of assets
● (re)setting asset attributes
● definition of network/power connections

Used for all the data available in the system except: 
● definition of floor plans
● definition of racks (investigating automation…)
● definition of new hardware models (and adding 

images for these)

The API is mostly complete except:
● endpoints for updating PDU/sensor readouts
● bulk update functionality missing…

(for the above direct write to DB is used)



OpenDCIM: CERN-specific fork?
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NO
Only CERN-specific part can be found in asset 
information display: 

the ‘external information’ panel linking to other 
CERN services/data-sources.

we plan on making this configurable in future 
releases - allowing to define custom URLs.



OpenDCIM: Future
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● Integration of BE department COntrols group equipment
● Improved visualisation/positioning of PDUs
● Additional reports / rewrite
● Integration of non-FAbric group procured hardware
● Bulk device edit 
● Device move in rack view (disabled at present since buggy)
● Visual device position errors reporting
● Bi-directional updates between HxGN EAM and OpenDCIM
● Multi-point network paths
● Bulk update API
● “Projects” implementation to allow for better planning
● …

… some of the above will be rather distant future …



OpenDCIM: in action
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https://opendcim.cern.ch
Access: 

- All CERN accounts (primary/secondary & service)
- CERN internal network restricted

https://opendcim.cern.ch


Questions?
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 ?



Backup slides
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Next slides are screenshots of live demo



Floor
view
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Floor
view
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Rack information

Environmental sensor

Power distribution

Detailed reports



Asset
Report
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Power
report
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Network
report
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Age
report
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Action
log

19



Rack Row View
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Rack
 view
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Device overview

Ownership view:



Device 
view
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Asset mgmt system

Network database

Purchase handling system

Software configuration mgmt

Software monitoring

Hardware monitoring



Device view (additional sections)
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Hypervisor system

Power panel

Sensor

Network switch

PDUDepending on device type:

Storage array



Power outage simulation
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Audit report
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