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Introduction 2022 2023 2024 2025

 CERN Run 3 started in July 2022 [

» Experiments generate data (a lot!)

* Different workflows put in place to suit each experiment needs in term of storage

* Export data from the experiments' storage buffer to TO data center
* Long-term archival of the data

* DataexportfromTOto T1, T2...

e Different CERN-made softwares used

\m,m \ Tape Archive § FTS
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Run 3 experiments expected storage

Tape
storage per
year

Disk storage | Disk storage | Disk storage

% 50 PB 58.5 PB 67.5 PB

ALICE
ATLAS 32 PB 40 PB 46 PB
EXPERIMENT
At least
CMS 150 PB
35 PB 45 PB 52 PB

% 26.5 PB 30.3 PB 46.8 PB
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Run 3 experiments expected throughput

Experiments pits to

Disks to TO tapes

TO disks
100 GB/s (ALICE)
+ 10 GB/s

ALICE 150 GB/s (ALICEO2)
ATLAS 10 GB/s 10 GB/s
EXPERIMENT
CMS, !

20 GB/s 10 GB/s

% 10 GBI 10 GBI
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The software stack and infrastructure

Tape Archive
\ P

SSRE

/\\

@& OFTS

@
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The software stack and infrastructure \rmﬂ

e EOS (EOS Open Storage)

» Distributed disk-based storage system

* Highly available and low latency namespace

* Namespace persisted on a distributed key-value store
* Working entries cached in-memory
* Highly available and reliable file storage

« Based on (cheap) JBODs

* Filereplication across independent nodes and disks
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The software stack and infrastructure @»

e EOS by numbers

il

Total Space

700 PB

Files Stored

~7.4 Bil

# Storage Nodes

~1000

—j Sync&Share

| services
T CERN
(1) =3

"270PB
# Disks

150 |
~80000 SRR N

2010 2012 2014 2016 2018 2020 2021 2022
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Tape Archive

The software stack and infrastructure

e CTA (CERN Tape Archive)

* High performance tape archival storage system %

« Tape backend to EOS

* Provides file operation and disk pool

CTA Frontend

{ % Scheduler DB :,

Tape/File
Catalogue
DB

* Mountscheduling logic and tape operations

Tape Server Daemon

Physical Infrastructure :
Libraries, Drives, Cassettes
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Tape Archive

The software stack and infrastructure (%
&

e CTA by numbers

/
Non-enterprise
ALICE i
Tape libraries 3x IBM TS4500 2X Spegtrg Logic 5
TFinity
ATLAS
Shared EXPERIMENT
infrastructure <
Sy Drives 10x IBM TS1155 10x LTO-8 194
‘ ' 76x IBM TS1160 98x LTO-9
ch
34 PB on 3592JC 62 PB on LTO-7M
Media (tapes) 227 PB on 3592JD 29 PB on LTO-8 519 PB
84 PB on 3592JE 83 PB on LTO-9
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The software stack and infrastructure

e CTA by numbers

Total Data on Tape in CASTOR/CTA

500PB
475P8 2 SEs 3 700 Mil
it File count: 633 million files

A 7 650 Mi
425PB A 4 B A "

Fome=— v /¥

00 P8 //' b 600 Mil
375P8 L = i A 550 Ml
350 PB '/"

= L 500 Mil
325PB 7~
P , Data on Tape: _
300PB =2 / 450 Mil
e / 452 PB
/
P8 W 400 Ml
22088 AN ) -
/ N | 350 Ml
225PB ™ | -
200PB /‘/ A 300 Mil
/ p, ™~
17578 i 0 Mil
150 PB P
/ Mil
125 P8 P
100 P8 ea 50 Mil
——
o [
5P8 e Rl e _—
e L 00 Mil
50 PB - -
- e 52 50 M
o BISRPR_ o
Py Sm— N —————
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
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The software stack

FTS (File Transfer Service)

Offers reliable and large-scale data transfers functionalities

OFTS

Orchestrates data transfers from different storage endpoints throughout the entire WLCG

O

(L)

User

WebFTS (PHP)

L FTS CLI(C++)

FTS CLI (Python)

\ FTS Client Python

\
FTS Load-Balanced Server

l

Server }-/

\ QoS Daemon ‘ <=

FTS REST Server Python

FTS Monitoring (Django)
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1
L

!

> MySQL DB

Fromito tapes

Optimiser

Scheduler

\‘

FTS-URL-Copy

Gfal2
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The software stack @’ F TS

* FTS by numbers

-

ATLAS 10

EXPERIMENT

gits |

7 10
THES 5
Non-LHC 4
experiments
Total 29
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Experiments workflows - General overview
ATLAS R —— CMS

Registers the existing replica on EOS
EXPERIMENT Creates the RUCIO rule for transferring EOS to tape

Compact

TO 4. Regi the inf ion as ffil
> Registers the existing replica on EOS
. . Creates the RUCIO rule for t ferring EOS to t: >
7. Registers the processed data done via TO activities 3, 8. Requests transfer to tape reates the rule for franstemng 082
3. Reads the Creates the RUCIO rule for transferring EOS to tape Requests transfer to T1
information 3 T0 * >
3 7. Registers the processed data done via TO activities 3, 8. Requests transfer to tape
6. Reading/processing/writing data 3. Reads the Creates the RUCIO rule for transferring EOS to tape
2. Populates all \ information
information i

(runs, streams, files,

lumi blocks) x “

1. Writes RAW data files

Requests transfer to T1

6. Reading/processing/writing data

2. Populates all >
4, 8. Transfers to tape info‘:“m:"e;na “
Transfers to T1 >8 q A — : 4, 8. Transfers to tape
! © 1. Writes RAW data files k v ‘
it (i Transfers to T1 >
5. Checks BackupExist (in buffer to tape) Y A

e
En

5. Checks BackupExist

(in buffer to tape)
TO
ﬂ L I C E 3. Requests transfers from EOS to tape
5. Reads/process/writes Boquests iansfers flom £0S 10 T1§ 6,8. Exports T1 'V
data y
4, 10. Writes data for Tier0 activities m 4:Requests ::)ZSfers EOSto \—
. and Grid productions d
1. Writes RAW data 1. Triggers Requi:tset;ar:‘:ﬁ;\f/frr:ans to
and compressed data 6. Writes P8 to EOS P
processed data to transfers "
SPU - P § EOSALICE tape /
2, 8. Transfers to tape
[ 2,8. Transfers to tape
7. Reads data and 2. Writes 4 : \
produces AOD during RAW data )
non PbPb run 6. Re_sadlng{ )
processing/writing
3, 9. Exports to T1 data
Y 5. Check BackupExist (in
. buffer to tape)
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ALICE(O2) setup

ALICE

Event Processing Nodes

First Level Processor

O2/FLP e "Backup"in case of link failure

between EPNs and CERN Data Center
e Sustains 100GB/s
e 13.5PB - 18.5h buffer

EOSALICE P2

100 GB/s

Central Trigger
Processor (CTP)

EOSCTAALICE
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ALICE(O2) setup

Building 6074 - ALICE Point2 container

ALICE
Overview - September 2022 setup

€ Infiniband ' Ethernet =

Building 513 - Computer center

o
,\“/ VAR L513-B-RJUXL-1 L513-C-RJUXL15

backug 8x 100Gbps

! Infiniband

( ; \ Juniper QFX10008 chassis

v‘ domain | N DBOTARRIUNL
Service

6074-R-IP1

| 10.162.0.0/21

L513-B-RJUXL-2 L513-C-RJUXL-16

) . 8¢100;:9c 100 u ) EOSALICE 02
EOSALICE P2

|

8x 100Gbps

inibnand Core -> EOS

'R

/mi
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EOS File replication

* File availability usually insured by replication
* RAID vs RAIN
* Files are replicated n-times on different disks on different machines
* Protect against disk failure and storage node failure

FILESYSTEM SCHEDULING GROUP SPACE

File stored as RAID

File stored as RAIN

DISK FST NODE
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EOS File replication

Do you want to store more data?
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Erasure coding

e With erasure coding

* Instead of storing n-times the data...

« ...splititinto different locations and add parity blocks to

protect it

270
150
135
150.PB
= e, 75
12.PB 40.PB 2 .
2012 A 2 \ 12 20
2014 - ~e— )

. ‘. 2 2010 2012 2014 20 e

N raw B mirrored W EC(10,8)
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Erasure coding

Ex: EC(3 +2) with 1MB block size

Read XrdC| Read eoscp « Best case scenarios
« Writing 2x faster than replication

2 . * Almost same network usage
=Y === |O gateway ™= O gateway . Imost 5
. * Reading more than 2x faster than

\ \
=

directiO

~

replication
* Twice as much network usage as
replication (GW model)...
» ... Exceptifeoscpisused

Storage for the LHC / Operations during Run 3
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Erasure coding - Status at CERN

 Files data protection is usually insured by creating a second replica of every files
* Need twice as much raw storage that is logically needed...

* Fully deployed on EOSALICE 02

o 1% (29.61 TB)

* Some physics groups of EOSCMS are erasure coded o007

10GB=<Files <100GB 11°/o (285 9 TB)
* Files bigger than 100MB are converted w

21% (562.38 TB)
100MB =< Files < 500MB
48% (1.27 PB) /eos/cms/store/group
1GB <= Files < 10GB
11% (293.53 TB)
500MB =< Files <1GB
® <100MB ® <500MB @ <1GB @ <10GB @ <100GB >=100GB
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Erasure coding - Status at CERN

Raw storage gain

EC layout Logical bytes stored Raw storage used (compared to 2-rep
layout)
EOSALICE 02 EC(10+2) 75.82 PB 91.97 PB 59.67 PB
SO HES NS FpBIEs EC(10+2) 1.05 PB 1.27 PB 0.83 PB
groups
EOSAMS (non-LHC EC(8+2) 9.95 PB 12.43 PB 7.47 PB

experiment)

2REP (0.57 PB) 2REP (13.12 PB)

EC (91.97 PB) EC (1.27 PB)

EC (12.43 PB)

EOSALICE 02 EOSCMS Physics groups

EOSAMS
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From the beginning of Run 3

LHC experiments transfers from and to EOS since July 2022
READ

Total amount of files read Total amount of bytes read Total amount of files written

2.26 Bi 253 pB 1710 mi

Total amount of files read Total amount of bytes read Total amount of files written

972 wmi

253 pB 105 wmil

Total amount of files read Total amount of bytes read Total amount of files written

649 wmi 216 ¢pB 257 wil

Total amount of bytes written

/3.6pB

Total amount of bytes written

40.8 ps

Total amount of bytes written

50.9ps

Total amount of files read Total amount of bytes read Total amount of files written

123 wmil 40.8 ps /7.5 wmi

Total amount of bytes written

24.2 ps

Total amount of files read Total amount of bytes read Total amount of files written

@ 4.00 i 762 P8 944 wi

7

Total amount of bytes written

190 P8



From the beginning of Run 3

CTA transfers - Archived data

Cumulative Transferred Data Amount per Virtual Organization for WRITE Requests — CTA

45PB

40 PB

35PB

30PB

25PB

20PB

15PB

10PB

5PB

0B
07/01 07/08 07/16 07/24 08/01 08/08 08/16 08/24 09/01 09/08 09/16 09/23 10/01 10/08 10/16 10/24
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From the beginning of Run 3

CTA transfers - new record!

New CERN Record

Data written to CTA from 1/08/2022 to 31/08/2022

20.95 Petabytes in August 2022
\

15.9 Petabytes in November 2018

| |
7.3 Petabytes in October 2015 I | | I |

4.61 Petabytes in November 2012 Ii il | |
1
| - |

il i i
i

| r
.
Il |
!!l il m" 1M ||| Iu::“”!ﬂlli \h Ii

.............

o Aol ,ml.nl||,,,|!||||||m,, ,,!,.,mhu"

Al |i||u
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From the beginning of Run 3

CTA transfers - Recalled data

Cumulative Transferred Data Amount per Virtual Organization for READ Requests — CTA

12PB

10PB

8PB

6 PB

2PB

0B
07/01 07/08 07/16 07/24 08/01 08/08 08/16 08/24 09/01 09/08 09/16 09/23 10/01 10/08 10/16 10/24
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From the beginning of Run 3

FTS transfers

ATLAS

EXPERIMENT

Out of CERN to anywhere in the world

v Volume Statistics

2PB
o 1.50P8
o
b
k7
5 1PB
=
o
E
E]
S 50078

07/01 07/16

- atlas cms == |hcb

08/01

Volume Transfered / Number of Transfers

i ..|I|||||||II.||.hlI||.II|||I||||||.|I||I| thil

08/16

09/01

From anywhere in the world to CERN

~ Volume Statistics

1PB
800TB
600 TB

400TB

Volume Transfered

2007B

07/01

07/16

- atlas cms == |hcb

08/01

09/16

Volume Transfered / Number of Transfers

08/16

09/01

CMS

10/01
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10/16

1 Mil

800K

600K

400K

sIajsuely JO JaquInN

200K
I

Transfers

600K
500K
400K
300K

200K

S13jsuelj JO JAqUINN

100K

I

== Transfers

ch

50 PB

40PB

Volume Transfered

2 ~N w
=] =] =]
el el el
@ @ @

o
@

== atlas cms == lhch

40PB

30PB

20PB

Volume Transfered
=
)
@

o
@

= atlas cms == Ihch

Total Volume Transfered

i 850 TB

atlas cms Ihcb

Total Volume Transfered

/ 150 TB

atlas cms Ihcb
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Conclusion

 LHC experiments data flows are managed by 3 CERN-made softwares
* EOS provides disk storage
« Large diskinfrastructure (700 PB, ~80k disks and 1k storage nodes)
* CTA provides tape storage
 ~520PB, 194 tape drives and 5 tape libraries
* FTS orchestrates data transfers between different WLCG sites
e Slowly introducing erasure coding in some EOS instances
* Allows to save raw space
e Since beginning of Run 3

 ~760 PB exported from EOS and ~190 PB written to it
* 42 PB of data archived and 10.5PB recalled

* Ready to take the challenge of next year ;-)
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