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Re-Weighting
• Reuse the sample (Only one Full Sim)
• Change the weight of the events

Wnew =
|Mnew|2

|Mold|2
⇤Wold 1405.0301


1404.7129



Mattelaer Olivier Reweighting 3

Scan

Theory 1 Theory 2

• Fully differential method (not one dimension)

LHE Events

• Is nothing else than a (efficient) probing of the 
phase-space
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•  scale and pdf uncertainties (available both 
for LO and NLO computation)

•  re-introduce top mass effect for Higgs 
processes

•  EFT scan
•  Many other application

4

Re-Weighting usage
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Examples EFT

Re-Weighting 
(by SM+Interference)

Interference contribution
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•  statistical uncertainty 
are enhanced by the re-
weighting

• better to have 
wgt<1and small 
variance

6
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•  statistical uncertainty 
are enhanced by the re-
weighting

• better to have 
wgt<1and small 
variance

6

Re-Weighting Limitation 

•  You need to have the same phase-space (more 
exactly a subset)
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Caution 

•Change in those 
quantity relative 
contribution are Not 
taken into account

LHE Additional information
Helicity

Leading color information

Intermediate particle
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Caution 

•Change in those 
quantity relative 
contribution are Not 
taken into account

LHE Additional information
Helicity

•  Partial helicity distribution are not correct with 
the full re-weighting

•  Solution
•  This is done by default !

• If helicity information is provided in the LHEF V.H. : Define acronym
if not done before event file, the reweighting method will not have the
correct distribution for observable which are sensitive to associate helicity.
However the following reweighting can be performed 2:

Wnew =
|Mh

new
|
2

|Mh

orig
|2

Worig, (15)

Where |Mh

new/orig
|
2 is the matrix element associated to the event for a

given helicity h. Indeed in that case we can write the cross-section as

�orig =
NX

i=1

W i

orig
P i

h,orig
, (16)

=
NX

i=1

W i

orig

|Mh

orig
|
2

P
h̃
|M h̃

orig
|2

, (17)

Where P i

h,orig
is the probability to assign a given event i to the the helicity

h, this probability is formally defined by P i

h,orig
=

|Mh
orig|

2

P
h̃ |M h̃

orig|2
. Note that

the presence of the second probability do not change the total cross-section
but it can a↵ect some other observables.

�new =
NX

i=1

W i

new
P i

h,new
, (18)

=
NX

i=1

W i

new

|Mh
new

|
2

P
h̃
|M h̃

new
|2

, (19)

=
NX

i=1

W i

orig

P
h̃
|M h̃

new
|
2

P
h0 |Mh0

orig
|2

|Mh
new

|
2

P
h̃
|M h̃

new
|2

, (20)

=
NX

i=1

W i
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1P
h0 |Mh0

orig
|2

|Mh
new

|
2

1
, (21)

=
NX

i=1

W i

orig

|Mh

orig
|
2

P
h0 |Mh0

orig
|2

|Mh
new

|
2

|Mh

orig
|2

, (22)

=
NX

i=1

W i

orig
P i

h,orig

|Mh
new

|
2

|Mh

orig
|2

. (23)

O.M. : Ok I have add the formal proof but this is too heavy here. Should
I remove it?

• Similarly to the case of the event helicity configuration specification, the
above procedure fails to account for the change of rate associated to the

2This is the default mode of our program.

5

Leading color information

Intermediate particle
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5

Leading color information
•modify the parton-shower so not suitable.

Intermediate particle
•modify the parton-shower so not suitable.
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•  Reweighting are massively 
repetitive task

•  Ideal for GPU
➡Zenny Wettersten

•  We are in need of real 
experimental test case 

➡ Number of event in 
sample

➡ Number of benchmark

8

GPU
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NLO Re-Weighting
NLO method

4 Mattelaer Olivier

phase-space with a universal constant since the MC
counter terms connect the born and the real in a non
local way. Nevertheless, as we will see later, the e↵ect
of the MC counter terms are quite mild, as expected
since their contribution to the total cross-section are
exactly zero by construction. This allows the Naive LO-
like method to nicely approximate the NLO di↵eren-
tial cross-section for many processes/theories where the
last equation needs to be valid only phase-space point
by phase-space point (i.e. when the ratio of the real
matches the ratio of the Born and of the virtual in the
soft and/or collinear limit).

3.2 NLO re-weighting

In order to have an accurate NLO re-weighting method,
one should explicitly factorise out the dependence in
the (various) matrix elements (i.e. in the Born squared
matrix element –B– , the real squared matrix element
–R– and in the finite piece of the virtual –V–). We
use the decomposition of the di↵erential described in
[25]4 introduced in the context of the evaluation of the
systematics uncertainties:

d�
↵ = f1(x1, µF )f2(x2, µF )

h
W

↵

0 +W
↵

F
log (µF /Q)2 +

W
↵

R
log (µR/Q)2

i
d�

↵
, (9)

where the ↵ index is either R,S,C, SC,MC (see previ-
ous sub-section). Q is the Ellis-Sexton scale and d�

↵ is
the phase-space measure.

The expression of the W↵

0 , W
↵

F
, W↵

R
are given in the

appendix of [25] and are not repeated here. All those
expressions have linear dependencies in the Born, the
virtual, the real and the color connected Born BCC (this
term is defined in Eq. (3.24) of [26]). This allows us to
decompose the corresponding expressions as:5

W
↵

�
= B ⇤ C

↵

�,B
+ BCC ⇤ C

↵

�,BCC

+ V ⇤ C
↵

�,V
+R ⇤ C

↵

�,R
(10)

where the � index is either 0, R or F . The C
↵

�,• are ex-
pressions which do not depend of either the PDF/scale
or the matrix-element. From this expression we define
the following three terms:6

W
↵

�,B
⌘ B ⇤ C

↵

�,B
+ BCC ⇤ C

↵

�,BCC
, (11)

W
↵

�,V
⌘ V ⇤ C

↵

�,V
, (12)

W
↵

�,R
⌘ R ⇤ C

↵

�,R
. (13)

4 We also use the same (MC) counter terms as described in
that paper.
5 Due to the presence of multiple couter terms, the kine-

matic configuration on which the matrix-element is evaluated
is not unique: an implicit sum over such kinematical configu-
rations is assumed here and in the rest of the paper.
6 One can notice that W

↵
�,V = W

↵
�,R = 0 for � = R,F due

to the use of the Ellis-Sexton scale [6].

By keeping track of the W↵

�,• at the generation time
and writing it in the final event, one can perform an
NLO re-weighting by:

W
↵,new

�,B
=

B
new

Bold
⇤W

↵,old

�,B
,

W
↵,new

�,V
=

V
new

Vold
⇤W

↵,old

�,V
,

W
↵,new

�,R
=

R
new

Rold
⇤W

↵,old

�,R
. (14)

The final weight associated to the event can then be
calculated by combining those various pieces as it is
done for the estimation of the systematics uncertainty
(see Appendix of [25]). One can notice that the color-
connected Born is simply re-weighted by the ratio of
the Born which can lead to a breaking of the NLO
accuracy of the method. However such an approxima-
tion does not consist in an additional limitation of the
method since the re-weighting factors should di↵er only
if the two theories present a di↵erence in the relative
importance of the various color-flows (a case already
not handled at LO accuracy).

More generally, the possible drawbacks and limita-
tions on the statistical precision of the method are the
same as for the LO case. However, for NLO calculations
in MG5 aMC we face one additional source of statistical
uncertainty due to the method used to integrate the
virtual contribution. This method reduces the number
of computations of the virtual by using an approximate
of the virtual contribution based on the Born ampli-
tudes times a fitted parameter . It performs a sepa-
rate phase-space integration to get the di↵erence be-
tween the virtual and its approximation (full descrip-
tion of the method is presented in Section 2.4.3 of [6]).
Schematically it can be written as:
Z

(B + V) =

Z
(B + B) +

Z
(V � B). (15)

If it exists a value of  such that B ⇡ V , the second
integral is approximately zero and does not need to be
probed as often as the first integral (thanks to impor-
tance sampling [27]), reducing the amount of time used
in the evaluation of the loop-diagrams. However the re-
weighting proposed in Eq. 14 will highly enhance the
contribution of the second integral since each term of
the integral will be re-weighted by a di↵erent factor,
having a direct impact on the statistical uncertainty.

To reduce this e↵ect, we propose to use a slightly
more advanced re-weighting technique. We split the
contribution proportional to the Born (W↵

�,B
) in two

parts: W↵

�,BC
and W

↵

�,BB
. W↵

�,BC
is the part, propor-

tional to the Born, related to the one of the countert-
erms, while W

↵

�,BB
includes all of the other contribu-

tions (the Born itself and the approximate virtual). We
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• tracks the dependencies in the various matrix-
elements (born, virtual, real)

• re-weight each part according to the associated 
matrix-element
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More generally, the possible drawbacks and limita-
tions on the statistical precision of the method are the
same as for the LO case. However, for NLO calculations
in MG5 aMC we face one additional source of statistical
uncertainty due to the method used to integrate the
virtual contribution. This method reduces the number
of computations of the virtual by using an approximate
of the virtual contribution based on the Born ampli-
tudes times a fitted parameter . It performs a sepa-
rate phase-space integration to get the di↵erence be-
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•  MadGraph use some phase-space trick to 
avoid to compute the loop as much as 
possible (and replace it by the born)

➡ Need smarter/complex re-weighting

10

NLO ISSUE
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NLO Re-Weighting

6 Mattelaer Olivier

predict the weight from any value of the coupling as
soon as the weights for two di↵erent values of the cou-
pling are known. This property can be used to further
speed up the computation of the weight.

Fig. 1 Di↵erential cross-section for pp ! ZW
+ at 13 TeV

LHC. This correspond to the Standard model plus the op-
erator O3W for two di↵erent couplings value. Only the SM
contribution plus the interference term is kept on this plot.
See text for details.
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independent samples. The agreement between the two
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the Naive LO-like re-weighting. In this case the NLO
QCD e↵ects factorise from the BSM ones and there-
fore the NLO accuracy of the Naive LO-like approach
can only be spoiled by MC counter terms –which are as
expected quite mild–. One can also compare the statis-
tical fluctuations between the MG5 aMC curves and the
one obtained by re-weighting. If you look at the top
plot (transverse momenta) for the HD case, it is clear
that the statistical fluctuations are more pronounced
for the curve obtained by re-weighting. This is an ex-
ample of enhancement of statistical uncertainty due to
the re-weighting as discussed around Eq. 3 since in the
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Conclusion

12

• Re-using previous generation/computation is always 
a smart move.

• This methods is fully exact but not bullet proof
• Need to check overlap of phase-space/helicity
•  not (really) suitable for mass scanning
•  helicity (need to be careful)
•  leading color information
•  intermediate particle

• NLO is ready
• Same limitation 
• Issue with numerical precision
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Why it works
without un-weighting

from one observable should be applicable to di↵erential cross-section of other
observables. Secondly, the precision is intrinsically limited by the binning of the
histogram and therefore it requires to generate large samples to be able to apply
this method. On the contrary, the multidimensional version of Eq. 15 is exact
for any observable –in the infinite statistic limit– and does not require any kind
of binning.

The fact that Eq. 15 modifies the weight correctly for a weighted sample
lies in the fact that the original weights depend linearly in the matrix-element
by definition of the weight. We now introduce some notation and show how
reweighting modifies the cross-section. Notice that what follows is independent
of the observable considered. We use a Monte-Carlo integration approach where
the cross-section is estimated as an average over many simulated events:

�orig =
NX

i=1

W i

orig
, (2)

=
NX

i=1

f1(x
i

1) · f2(x
i

2) · |M
i

orig
|
2
· d⌦ (3)

Where fj are the PDF (Parton Distribution Functions), d! is the Phase-Space
factor associated to the events and N the number of phase-space points con-
sidered during the Monte-Carlo procedure. By doing the same for another
theoretical hyppothesis, we have:

�new =
NX

i=1

W i

new
(4)

=
NX

i=1

f1(x
i

1) · f2(x
i

2) · |M
i

new
|
2
· d⌦ (5)

=
NX

i=1

W i

orig
·
|Mnew|

2

|Morig|
2

(6)

(7)

The last line corresponds to the definition of the re-weighting method.
The last line corresponding to the standard definition of the cross-section

for a matrix-element Mnew.
This key property must hold even when considering the event unweighting

operation. We shall no prove this by first formalising the unweighting procedure.
In essence, it can be understood as a simple division and multiplication by the
maximum weight amongst all events generated –denoted Wmax

orig
– such that the

ratio
W

i
orig

maxi(W i
orig)

is always comprised between 0 and 11 and can therefore be

1the same argument holds if the integrand is not definite positive, in which case you need
the unweighting is based on the absolute value of the integrand. The sign of the integrand is
then accounted for in the last stage by assigning the sign of the resulting unweighted events
according to the ratio of the positive and negative contributions.
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unweighting case
unweighted sample

reinterpreted as the probability of selecting a particular event. Performing this
selection is what is referred to as the the unweighting procedure which does not
a↵ect any observable in the large N limit. The great advantage of this procedure
is to reduce the number of events to keep on file and it yields a distribution of
events distributed as they would be in an actual collider (for positive definite
integrands at least). Formally, the unweighting operation reads:

�orig =
NX

i=1

W i

orig
, (8)

= max
i

(W i

orig
)

NX

i=1

W i

orig

maxi(W i

orig
)
, (9)

⇡

NX

i=1

max
i

(W i

orig
)Acci (10)

V.H. : Again, we should use symbols for quantities like Acci as opposed to three-
letter words. For example ⇠. O.M. : I like Acci this is so much clear than
⇠. So I change the other ones but not this ones. But do not have strong feeling,
so if you really want to I can do it. where Acci is either 0 or 1 depending on

whether the events was kept or rejected according to the
W

i
orig

maxi(W i
orig)

probability.

The same expression can be obtained when applied to the new theory

�new =
NX

i=1

W i

new
, (11)

= max
i

(W i

orig
)

NX

i=1

W i
new

maxi(W i

orig
)
, (12)

= max
i

(W i

orig
)

NX

i=1

W i
new

W i

orig

W i

orig

maxi(W i

orig
)
, (13)

⇡

NX

i=1

max
i

(W i

orig
)Acci ·

|Mnew|
2

|Morig|
2

(14)

which shows that is indeed correct to reweight the sample after events unweight-
ing.

A few remarks are in order regarding the validity of this method

• As shown in the previous paragraph, the method is exact. However, it
requires that Worig be finite and non zero in all regions where Wnew is
finite as well. In other words, the phase-space where the new theoretical
hypothesis contributes should be identical or encompass the original one.
Because of this restriction, this method should not be used for scanning
over di↵erent mass values, but is typically well-suited for probing di↵erent
types of spin and/or coupling structures.
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helicity case

• If helicity information is provided in the LHEF V.H. : Define acronym
if not done before event file, the reweighting method will not have the
correct distribution for observable which are sensitive to associate helicity.
However the following reweighting can be performed 2:

Wnew =
|Mh

new
|
2

|Mh

orig
|2

Worig, (15)

Where |Mh

new/orig
|
2 is the matrix element associated to the event for a

given helicity h. Indeed in that case we can write the cross-section as

�orig =
NX

i=1

W i

orig
P i

h,orig
, (16)

=
NX

i=1

W i

orig

|Mh

orig
|
2

P
h̃
|M h̃

orig
|2

, (17)

Where P i

h,orig
is the probability to assign a given event i to the the helicity

h, this probability is formally defined by P i

h,orig
=

|Mh
orig|

2

P
h̃ |M h̃

orig|2
. Note that

the presence of the second probability do not change the total cross-section
but it can a↵ect some other observables.
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, (20)
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NX
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1P
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orig
|2

|Mh
new

|
2

1
, (21)

=
NX

i=1

W i

orig

|Mh

orig
|
2

P
h0 |Mh0

orig
|2

|Mh
new

|
2

|Mh

orig
|2

, (22)

=
NX

i=1

W i

orig
P i

h,orig

|Mh
new

|
2

|Mh

orig
|2

. (23)

O.M. : Ok I have add the formal proof but this is too heavy here. Should
I remove it?

• Similarly to the case of the event helicity configuration specification, the
above procedure fails to account for the change of rate associated to the

2This is the default mode of our program.
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=
NX

i=1

W i

orig

1P
h0 |Mh0

orig
|2

|Mh
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1
, (21)
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|
2

P
h0 |Mh0

orig
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, (22)

=
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i=1

W i
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P i

h,orig

|Mh
new

|
2

|Mh

orig
|2

. (23)

O.M. : Ok I have add the formal proof but this is too heavy here. Should
I remove it?

• Similarly to the case of the event helicity configuration specification, the
above procedure fails to account for the change of rate associated to the

2This is the default mode of our program.
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